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ABSTRACT

The electromagnetic effect is studied on the short wavelength branch of the ion temperature gradient mode in the linear regime for the first
time using a global gyrokinetic model. The short wavelength ion temperature gradient mode growth rate is found to be reduced in the
presence of electromagnetic perturbations at finite plasma b. The effect on real frequency is found to be weak. The threshold value of gi is
found to increase for the mode as the magnitude of b is increased. The global mode structure of the short wavelength branch of the ion
temperature gradient mode is compared with the conventional branch. The magnetic character of the mode, measured as the ratio of mode
average square values of electromagnetic potential to electrostatic potential, is found to increase with increasing values of the plasma b. The
mixing length estimate for flux shows that the maximum contribution still comes from the long wavelengths modes. The magnitude of the
flux decreases with increasing b.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0003617

I. INTRODUCTION

It is now well known that magnetically confined plasmas bear the
prospects of a future fusion reactor. The progress in this endeavor,
however, is hamstrung by technological and physics issues. With the
available technology, the success of such a goal depends on under-
standing the nature of the instabilities and controlling them. The
Larmor radius scale instabilities, which are also called microinstabil-
ities, cause anomalous transport leading to expulsion of heat and par-
ticles from the system. This is undesirable and has to be avoided or at
least reduced. These microinstabilities feed on the free energy available
in the inhomogeneities in temperature and density of the particles.
The ion temperature gradient (ITG)1–5 mode, trapped electron mode
(TEM),6–11 and universal drift instabilities12–14 are some of the exam-
ples of such unstable modes at the ion scale while the electron temper-
ature gradient mode (ETG)15–18 is another class of instabilities at the
electron scale. Finite b plasmas also give rise to electromagnetic insta-
bilities such as microtearing modes (MTM)19–27 and kinetic balloon-
ing modes (KBM).28–31 Intermediate to these scales, there exists a class
of instabilities driven by a strong ion temperature gradient. This mode
occurs on the shorter scale than the conventional ITG mode men-
tioned above and, therefore, is called the short wavelength ion temper-
ature gradient (SWITG) mode.32–40 Usually, the ion temperature

gradient driven mode exists for k?qLi � 1. However, when the gradi-
ent scale lengths are very short, one can observe another branch of
ITG mode, which becomes unstable at scales k?qLi > 1.

With the progress in the tokamak fusion research, tokamaks are
now able to operate in advanced scenarios. Some of such scenarios
offer very strong gradients. For example, in the region of internal trans-
port barriers, the gradients can be very strong.41 In H mode plasma as
well, the profiles turn very steep, resulting in very strong gradients.42

Apart from other modes, the shorter wavelength mode might be very
unstable with the k spectrum extending well beyond the conventional
modes43 for parameters relevant to tokamak experiments.

The current and future tokamak machines confine plasma at a
higher pressure, which is expressed in b. Therefore, the modification
of the mode properties in the presence of finite b has to be taken into
consideration. The b effect turns out to be very important for both
inherently electrostatic and electromagnetic modes. While the electro-
magnetic instabilities arise and become stronger with increasing b, the
same finite-b effect suppresses the electrostatic instabilities. In the
presence of fast ions, high b leads to the reduction in the profile stiff-
ness observed in many experiments and confirmed in subsequent
gyrokinetic studies.44 The role of electromagnetic perturbations in drift
modes has been studied extensively. While the electromagnetic
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perturbation is observed to give rise to instabilities such as the kinetic
ballooning mode (KBM),28–31 tearing and microtearing modes,19–26

etc., the same is found to stabilize some other drift modes such as the
ITG mode, trapped electron mode, universal drift modes, etc.13,45–48

The stabilizing effect of the electromagnetic perturbation on the ITG
mode can be attributed to the field line bending induced by the elec-
tromagnetic perturbations. Although electromagnetic effects on the
ITG mode are well known, the effect of the electromagnetic perturba-
tion on the SWITG mode is not known so far in detail.37 Previously
known finite b studies on the SWITG mode are in slab geometry36

and in the local limit.37 We know that the SWITG mode is inherently
an ion mode,37 and the magnetic shear has a stabilizing effect.36 The
dependence of the mode on Te=Ti, toroidicity, magnetic shear, safety
factor, etc., is studied in Refs. 38 and 39. The role of E�B shear has
been studied in Ref. 36. Thus, the properties of the SWITG mode have
been extensively studied in the electrostatic limit. However, in the
presence of b or electromagnetic perturbation, which corresponds to a
more realistic scenario of tokamak experiments, the detailed properties
of the SWITG mode have not been investigated so far using a global
model. To close this gap in the knowledge of SWITG, in the present
work, we explore the properties of the SWITG mode in the presence
of finite b. For this reason, we use the electromagnetic version EM-
GLOGYSTO31,49,50 of the global gyrokinetic linear model
GLOGYSTO.51–53 This code has been extensively used to study elec-
trostatic and electromagnetic modes. For example, in the electrostatic
limit, the code is used to study ITG,4,52 TEM,10 and SWITG39 modes
while in the electromagnetic limit, KBM,31,49,50 and MTM24,54 modes
are studied in detail. The present manuscript is arranged as follows.
Section II describes the model briefly. In Sec. III, the profiles and
parameters used in the present simulations are described. Section IV
discusses the results observed in the presence of finite b. Finally, the
results are summarized in Sec. IV.

II. THE SIMULATION MODEL

The EM-GLOGYSTO code is a global spectral code that calcu-
lates the real frequency and growth rates of unstable modes for a given
equilibrium using the Nyquist method and also gives the eigenmode
structure. Both ion and electron species are considered fully gyroki-
netic. The equilibrium considered is circular and axisymmetric and
can include the Shafranov shift. The code can treat trapped and pass-
ing particles separately and calculates the finite Larmor radius (FLR)
effect to all orders. It includes all kinetic effects including Landau
damping physics. The model includes both transverse and compres-
sional perturbation in the electromagnetic limit. In the present study,
however, we consider / and Ak components only. Before proceeding
to present the results, we briefly summarize the simulation model in
this section. A greater detail of the model can be found in Refs. 51 and
52. For electromagnetic calculations, readers are referred to Refs. 31
and 49. The perturbed density for a species j can be expressed as the
sum of adiabatic and nonadiabatic parts as follows:

~njðr; xÞ ¼ �
qjN

Tj

� ��
~u þ

ð
dk exp ik � rð Þ

�
ð
dv

fMj

N
x� x�j
� �

iU j
� �

~uðk; xÞJ20 ðxLjÞ
	
: (1)

In the above equation, qj and Tj are the charge and temperature for the
species j, N stands for the equilibrium density, ~u is the perturbed

electrostatic potential, and k ¼ j~er þ kh~eh þ k/~e/, where radial
wave vector j ¼ ð2p=DrÞkr , with Dr ¼ ru � rl defining the radial
domain, poloidal wave vector kh ¼ m=r, toroidal wave vector
k/ ¼ n=R; and (kr ;m; n) are radial, poloidal, and toroidal mode num-
bers, respectively. This model uses a toroidal coordinate system with
ðr; h;/Þ representing radial, poloidal, and toroidal coordinates,
respectively. Similarly, ðj; kh; k/Þ represent their respective conjugate
coordinates in Fourier space. The diamagnetic drift frequency is given

by x�j ¼ xnj

h
1þ gj

2
v2

v2thj
� 3

� �i
, where xnj ¼ ðTjrn lnNkhÞ=ðqjBÞ;

rn ¼ �rBp
@
@w, and gj ¼ ðd lnTjÞ=ðd lnNÞ, and vthj is the thermal

velocity of species j. The Bessel function J0ðxLjÞ with xLj ¼ k?qLj

incorporates the full finite Larmor radius effect. Note that here m and
n are poloidal and toroidal wave numbers, q(s) is the safety factor, kh

is the poloidal wave vector, and Bp is the poloidal magnetic field. fMj is
a local Maxwellian for species j of massmj and is given by

fMjðej;wÞ ¼
NðwÞ

2pTjðwÞ
mj

� �3=2 exp �
1
2mjv2

TjðwÞ

 !
:

The term U j represents the guiding center propagator for the passing
particles where

iU j ¼
X
p;p0

Jpðxr
tjÞJp0 ðxr

tjÞ
x� rkjjjvjjj � pxt

exp ðiðp� p0Þðh� �hrÞÞ; (2)

with xr
tj ¼ k?nr

j , nr
j ¼ vdj=xt , vdj ¼ ðv2?=2þ v2jjÞ=ðxcjRÞ;l ¼ v2?

2B ;

xt ¼ rjvjjj=ðqðsÞRÞ; r ¼ 61 (sign of vjj), and ej ¼ 1
2mjv2. The

perpendicular and parallel wave-vectors are given as k?
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2h

p
; kjj ¼ ½nqðsÞ �m�=ðqðsÞRÞ. Also note that �h is given by

tan �h ¼ �j=kh. The Bessel functions contain the effect of r B and
curvature drifts through arguments (xr

tj ¼ k?vdj=xt). Thus, the Bessel

functions in Eq. (2) take into effect the coupling of the flux surfaces
and also the coupling of the neighboring poloidal modes. Note that
the argument of the Bessel functions Jp in Eq. (2), xr

tj ¼ k?nr
j also

takes into account the effect of transit frequency xt. The quasi-
neutrality condition then givesX

j

~nj r; xð Þ ¼ 0: (3)

In the case of electrostatic fluctuations only, this leads to an eigenvalue
problem, with x and ~u being eigenvalues and eigenvectors and can be
solved in Fourier space. For fully gyrokinetic ions and electrons with
only passing particles, we haveX

k0

X
j¼i;e
M̂j

k;k0 ~uk0 ¼ 0: (4)

For an axisymmetric system, one can fix the toroidal mode number n,
and thus, k ¼ ðj;mÞ for the wave vector represents the radial and
poloidal wave numbers j and m, respectively. Hence, k ¼ ðj;mÞ and
k0 ¼ ðj0;m0Þ. Here, m0 ¼ nqðs0Þ6dm, where qðs0Þ is the q-value at
s¼ s0 and dm decides the range of poloidal mode number. With the
inclusion of the electromagnetic perturbations, but neglecting dBjj,
Eq. (1) above is modified as31,49
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~njðr; xÞ ¼ �
qjN

Tj

� ��
~u þ

ð
dk exp ik � rð Þ

�
ð
dv

fMj

N
x� x�j
� �

iU j
� �

� ~uðk; xÞ � vk~Akðk; xÞ
h i

J20 ðxLjÞ
	
;

where ~Ak is the parallel component of the vector potential. The per-
turbed parallel current density can be written as

~jkj r; xð Þ ¼ �
q2j
Tj

 !�ð
dk exp ik � rð Þ

ð
vkdvfMj x� x�j

� �
iU j
� �

� ~u k;ð Þ � vk~Ak k;ð Þ
h i

J20 xLjð Þ
	
:

With the quasi-neutrality condition Eq. (3), and Ampère’s law

1
l0
r2
?

~Ak ¼ �
X
j

~jkj :

We finally arrive at a linear system of equations as follows:

X
k0

X
j¼i;e
M̂j

k;k0
~uk0

~Ajj k0

� �
¼ 0: (5)

This forms the core of the simulation model used in the present study.
Note that Eq. (5) above represents a complex eigenvalue equation for
the (complex) eigen frequency x, which is found numerically based
on the Nyquist theorem. More details can be found in Ref. 53.
Moreover, a detailed description of the set of equation included in
Eq. (5) has been given in the Appendix. The geometry considered is
circular, large aspect ratio, axisymmetric, and unshifted. This code
EM-GLOGYSTO is widely used to study many of the electrostatic and
electromagnetic modes, such as the ITG,4,52 TEM,10 universal toroidal
mode,13 etc., in the electrostatic limit, and KBM31,49,50 and MTM24,54

modes in the electromagnetic limit. This code is capable of studying
modes in the shorter wavelength as well and was already used to study
the SWITG39 with trapped electrons.

III. RESULTS AND DISCUSSION
A. Parameters and profiles

For the present study, we consider the following profiles and
parameters.

The corresponding profiles for density and temperature for ions
and electrons are shown in Fig. 1. The left panel shows temperature
while the right panel shows the densities for the species. Note that the
temperature and density profile are normalized by their respective
equilibrium values, i.e., T0 and N0. The value of N0 can be calculated
using the expression given in Table I for Parameters and Profiles. The
left panel of Fig. 2 shows the gi profile. It is clear that it peaks at
s0 ¼ 0:6. The gi profile is important, as this parameter determines the
instability drive for the ITG and SWITG modes. The safety factor and
shear profiles are depicted in the right panel of Fig. 2.

B. Dispersion relation

In Fig. 3, the real frequencies and growth rates are plotted for dif-
ferent values of the toroidal mode number n and the corresponding

khqLi values. Here, the poloidal wave number kh ¼ m
r ¼

nqðs0Þ
s0a

, where

m is the poloidal mode number. For all the simulations, the poloidal
mode number (m) has been varied from (nqðs0Þ � 20) to
(nqðs0Þ þ 20). The real frequency and growth rates are normalized by
xd0 ¼ vthjqLi=a

2. These calculations are carried out for different val-
ues of b, namely, 0.0001 (red curve), 0.0005 (green curve), and 0.001
(blue curve). It is clear from the figure in the left panel that the real fre-
quency increases with respect to the toroidal mode number n. The real
frequencies increase up to toroidal mode number n ’ 20. Beyond this
point, the real frequencies stay virtually constant with n. This behavior
is typical of the SWITG mode.37 It is also evident that the real frequen-
cies are weakly affected by the increase in b. The right panel of Fig. 3
shows the corresponding growth rates with increasing toroidal mode
number n. The growth rate increases initially with respect to n and
peaks around khqLi ¼ 0:5 (n ’ 9Þ and then falls off with increasing n.
This is the conventional ITG mode: with increasing toroidal mode
number the resonance between mode frequency and magnetic drift
enhances and therefore, the growth rate increases. Beyond the peak,
the resonance becomes weaker and the growth rate decreases. Also
with the increase in the toroidal mode number, the finite Larmor
radius effect comes into play, because for a given ion Larmor radius
with increasing toroidal mode number the wavelength decreases.
However, with further increase in the toroidal mode number the real
frequency turns to saturate and the growth rate again starts to increase.
This is the regime of the SWITG mode. The growth rate increases up
to khqLi ¼ 1:22 (n ’ 21) after which the growth rate again starts to
decrease giving rise to the second hump which is the characteristic of
the SWITG mode. The peak growth rates for both conventional ITG

FIG. 1. Temperature profiles for electron and ion (left panel) and density profile (right panel).
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and SWITG modes are of similar strength. Before discussing the elec-
tromagnetic effects on the mode, it is an appropriate place to revisit
the theory of the SWITGmode following Ref. 37. The perturbed distri-
bution function for ions in the local limit k? ’ kh can be written as
follows:

fi ¼ �
qifMi

Ti

~/ þ qifMi

Ti

x� x�i
x� xdi � kjjvj

� �
J20 ðk?qLiÞ~/: (6)

The first term represents the adiabatic response while the second term
represents the nonadiabatic response of the ions. Upon integrating the

perturbed distribution function with respect to velocity in the limit
xn > x > ðxdi þ kkvkÞ, one can write the perturbed ion density in
the electrostatic limit as follows:37

~ni ¼ �
qino
Ti

~/ þ qi
Ti

~/
xni gi=2� 1ð Þ

x
Io k2?q2

Li

� �
exp �k2?q2

Li

� �
; (7)

where Io stands for the zeroth order modified Bessel function and
xni ¼ �ðvthi=LnÞðkhqLiÞ. Then applying the quasi-neutrality con-
dition with adiabatic electrons, one arrives at the following
relation:

FIG. 2. gi profile (left panel) and safety factor and shear profiles (right panel).

TABLE I. Parameters and equilibrium profiles.

Parameters Equilibrium profiles

B-field: B0 ¼ 1:0 T, mi
me
¼ 1836 N-profile and T-profile

Temperature: T0 ¼ T s0ð Þ ¼ 7:5 keV NðsÞ=N0 ¼ exp

�
� a dsn

Ln0
tanh

s� s0
dsn

� ��

Density: N0 ¼ bðsÞ � ðB2
0=2l0Þ=ðTe

0 þ Ti
0Þ Ti;eðsÞ=T0 ¼ exp

�
� a dsT

LT0
tanh

s� s0
dsT

� ��
Major radius: R ¼ 2:0m dsn ¼ 0:35; dsT ¼ 0:2 at s ¼ s0
Minor radius: a ¼ 0:5m q-profile and ŝ-profile:
Radial coordinate: s ¼ q=a; s0 ¼ 0:6 qðsÞ ¼ 1:25þ 0:67 s2 þ 2:38 s3 � 0:06 s4

Ln0 ¼ 0:2m; LT0 ¼ 0:08; m! gi;eðs0Þ ¼ 2:5 Such that qðs ¼ s0Þ ¼ 2:0;

sðsÞ ¼ TeðsÞ
TiðsÞ ¼ 1; �n ¼ Ln0

R ¼ 0:1; �T ¼ LT0
R ¼ 0:04. Shear ŝ is positive and at s ¼ s0; ŝ ¼ 1.

FIG. 3. Real frequency (left panel) and growth rate (right panel) with respect to khqLi for different b values. The upper axis shows the corresponding toroidal mode numbers.
The b values considered are 0.0001 (red curve), 0.0005 ’ me=mi (green curve), and 0.001 (blue curve).
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x ¼ s
sþ 1

� �
gi
2
� 1

� �
xniIo k2?q2

Li

� �
exp �k2?q2

Li

� �
: (8)

The monotonic increase in the mode frequency with toroidal mode
number in a lower n region (conventional ITG) and then saturation of
the mode frequency at higher n (SWITG) are easily understood from
the above relation using the properties of the scaled modified Bessel
function IoðbÞe�b ! 1=

ffiffiffiffiffiffiffiffiffiffiffi
ð2pbÞ

p
for large values of b. For small k2?q2

Li,
the mode frequency x behaves as k?qLi and for larger k2?q2

Li it
remains virtually constant. The second hump in the growth rate
appears as a result of a second resonance between the toroidal mag-
netic drift term xdi of the ions with the mode frequency, which is con-
stant at a higher toroidal mode number. It is also clear from Fig. 3 that
the SWITG also suffers from finite Larmor radius stabilization. This
can be understood from the expression of the nonadiabatic part in Eq.
(6). At very high n or equivalently, high k?qLi, the ion magnetic drift
frequency xdi leads to the mode frequency x. The nonadiabatic part
of the perturbed ion density, in the limit xdi � x and large k2?q2

Li will
then decrease as R

Ln
Ioðk2?q2

LiÞexpð�k2?q2
LiÞ. For greater details of these

calculations, readers are referred to Ref. 37. It is evident from Fig. 3
that, although the real frequencies are not very much affected by the
increase in the value of b, the growth rates of both conventional ITG
and SWITG modes suffer a substantial reduction in magnitude. The
reduction in the growth rates of the conventional ITG mode is well
known. There have been many linear and nonlinear studies reporting
the stabilization of the ITG mode by the electromagnetic perturba-
tions. However, the role of electromagnetic perturbations in the
SWITG mode is perhaps hitherto not investigated in detail using a
global gyrokinetic model. Since the advanced operating regimes where
SWITG mode can be unstable also have higher b values, it is impor-
tant to explore the electromagnetic effect on the mode. Thus, this pre-
sent study shows that the SWITG mode suffers stabilization in the
presence of the electromagnetic perturbation and one has to take into
account this effect as well when studying the ion heat flux induced by
SWITG in real experiments. In the presence of the electromagnetic
perturbation, the mode couples with the Alfv�en perturbations. The
field lines are thus bent in the presence of b.49,55 This field line bending
by the electromagnetic perturbation is therefore responsible for the
stabilization of the SWITG mode. The stabilization by field line bend-
ing may be understood looking at the energy equation for stability in
the ideal MHD theory. If dW is the change in the potential energy
under a small perturbation, the condition dW < 0 leads to an unstable
situation. If we retain only field line bending and pressure driven

terms for simplicity, then dW can be written as dW ¼
Ð
dv½j~B j

2

2l0

�ðn? � rpÞðj � n�?Þ�, where ~B, p, n?, and j are perturbed magnetic
field, pressure, plasma displacement, and curvature, respectively. The
first term which comes from field line bending is always positive and
therefore provides stabilization. The mode averaged wavenumbers vs
toroidal mode number n is shown in Fig. 4. It is clear from the figure
that with the increase in n, the value of hjqLii increases initially up to
n ’ 15, but with a further increase in the value of n, the SWITG
branch starts (see Fig. 3) and hjqLii tends to saturates. Similar to the
ITG branch, for the SWITG branch as well, the contribution of hjqLii
to hk?qLii is significant. It is also important to note that with the
increase in b values, the hkhqLii value does not change much, but
hjqLii increases. Hence, for higher b values, the relative contribution

of hjqLii to hk?qLii also increases. For example, for n¼ 21, hkhqLii
¼ 1:571; 1:560; 1:556 and hjqLii/hk?qLii¼ 0.446, 0.484, 0.606 for
respective values of b ¼ 0:0001; 0:005; 0:001. This suggests the radial
length scale becomes shorter and shorter for higher b values and also
comparable to the poloidal length scale. This strong radial behavior
shows the kinetic as well as global nature of the SWITGmode.

C. Mode structures for ITG and SWITG

Figure 5 shows the mode structures for electrostatic and electro-
magnetic potentials / and Ak for b ¼ 0:0001. The toroidal mode
number corresponding to the mode structure is n¼ 9. It is clear from
the figure that for both / and Ak the mode structures exhibit a bal-
looning character. Similarly, Fig. 6 depicts the mode structure for /
and Ak for b ¼ 0:001 for toroidal mode n¼ 9. Similar to the modes in
Fig. 5, the modes exhibit a ballooning structure which is a characteris-
tic of ITG mode. Figures 7 and 8 show the mode structures of / and
Ak for SWITG mode for b ¼ 0:0001 and b ¼ 0:001, respectively. The
toroidal mode number for these figures is n¼ 21. The figures clearly
show that the SWITGmode is ballooning in nature andmore localized
both radially and poloidally as compared to the normal ITG mode.
This observation suggests that the mode might be susceptible to stabi-
lization due to toroidicity.39

D. b scan

In this section, we investigate the effect of b on the real frequency
and growth rates of SWITG mode and compare them with the con-
ventional ITG mode. The real frequencies and growth rates are calcu-
lated for increasing values of b and are shown in Fig. 9. The real
frequencies vs b are shown in the left panel and the growth rates vs b
are shown in the right panel. It is clear from the figure that with
increasing b the real frequency increases weakly with b. In contrast to
this, the growth rate decreases with increasing b. However, at a higher
b, the growth rate of SWITG mode decreases slowly with respect to b
compared to that of ITG mode. Thus we can conclude that the
SWITG mode suffers b stabilization like its long wavelength counter-
part. The relative strength of the electromagnetic to the electrostatic
character is shown in Fig. 10. This is expressed as the ratio
hAki2=h/i2. It is clear from the figure that the ratio increases almost
linearly with increasing b. It is also observed that the value of the

FIG. 4. Mode-averaged wavenumbers vs toroidal mode number n for b ¼ 0:0001
(green color), b ¼ 0:0005 (red color), and b ¼ 0:001 (blue color).
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hAki2=h/i2 ratio for SWITG is lower compared to that of the conven-
tional ITG mode. Here, the value ofmi=me is 1836.

E. gi scan

For temperature gradient modes, such as the SWITG mode, gi,
which is the ratio of density and temperature gradient scale lengths, is
a very important parameter. When gi is above a certain value, the
SWITG mode becomes unstable. Beyond the threshold value, the
growth rate increases monotonically with increasing gi. To explore
this physics in the presence of electromagnetic perturbation, we calcu-
late the mode frequency and growth rate for increasing values of gi for
both the ITG and the SWITG modes for different values of b. The
results for the ITG mode are shown in Fig. 11 and the corresponding
results for the SWITGmode are shown in Fig. 12.

The growth rates increase with gi in both the cases. An explana-
tion for the gi dependence of the ITG and SWITG mode can be given

following Ref. 55. The free energy for ITG mode and SWITG mode
comes from the temperature gradient. In the presence of a density gra-
dient, simultaneous convection in temperature and density gradients
takes place resulting in a competition between convection and expan-
sion in the energy equation. During the outward convection, plasma
moves from a higher density region to a lower density region where
expansion takes place. At the same time, plasma moves from a higher
temperature region to a lower temperature region increasing the tem-
perature. The expansion leads to the cooling of the plasma that com-
petes with the increase in the temperature. For a displacement n, the
change in the temperature can be written as,55 dT ¼ �n � rT
þ an � rn, where a is a coefficient giving the cooling due to expansion.
This relation clearly shows that for dT to be positive, g has to exceed a
certain threshold value. The net free energy available depends
upon the relative strength of the density gradient and temperature
gradient.55 This is manifested in the dependence on gi. Thus with
increasing gi, the free energy available to render the mode unstable

FIG. 5. Mode structure of / (left panel) and Ak (right panel) for n¼ 9 corresponding to the ITG mode b ¼ 0:0001.

FIG. 6. Mode structure of / (left panel) and Ak (right panel) for n¼ 9 corresponding to the ITG mode b ¼ 0:001.
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FIG. 8. Mode structure of / (left panel) and Ak (right panel) for n¼ 21 corresponding to the SWITG mode for b ¼ 0:001.

FIG. 9. Real frequency (left panel) and growth rates (right panel) for the ITG and SWITG mode with respect to b.

FIG. 7. Mode structure of / (left panel) and Ak (right panel) for n¼ 21 corresponding to the SWITG mode for b ¼ 0:0001.
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also increases. This leads to an increase in the growth rate. This
explains the increase in the growth rates with increasing gi as observed
in Figs. 11 and 12. It is also evident from Figs. 11 and 12 that the real
frequency increases with gi. The real frequency is proportional to the
diamagnetic frequency, which is proportional to the gradient. This is
why the real frequency increases with increasing gi.

F. Mixing length calculation of flux

It would be interesting to see how the electromagnetic perturba-
tion affects the overall flux. Since this is a linear simulation, one can
use a simple mixing length estimation of the transport coefficient. For
the purpose, we calculate the ratio DML ¼ c=hk2?i. Here, c is the

growth rate for a given n and the mode square average of the perpen-
dicular wave-vector hk2?i¼ hj2i þ hk2hi. Calculation of the mode
square average of radial and poloidal wave-vectors is being done using
the following expressions:

hj2i ¼
R k;mð Þ j/j j2 þ jAjj

�� ��2
R k;mð Þ /j j2 þ Ajj

�� ��2 ;

hk2hi ¼
Ð
drRm

m
r / k;mð Þ
�� ��2 þ m

r Ajj k;mð Þ
�� ��2Ð

drRm / k;mð Þ
�� ��2 þ Ajj k;mð Þ

�� ��2 :

In Fig. 13, we calculate the quantity DML for each value of toroidal
mode number and plot the same with respect to the toroidal mode
number. We consider three cases of b values, b ¼ 0:0001; 0:0005, and
0.001 corresponding to the results shown in Fig. 3. It is observed in
Fig. 13 that the mixing length estimation of heat flux peaks at the lon-
gest wavelength despite the fact that the SWITG mode exhibits the
strongest growth rates around n¼ 21. This implies that most of the
contribution to the total flux comes from modes close to the conven-
tional ITG. This is qualitatively in conformity with the results observed
in Ref. 40. It is to be noted that with increasing value of b the magni-
tude of c=hk2?i decreases implying a reduction in the heat flux. This is
consistent with the stabilization effect observed in Figs. 3 and 9 with
respect to increasing b. Thus, we conclude that increasing b does not
only reduce growth rates of the mode but might also reduce the overall
heat flux.

IV. SUMMARY

In the present work, we have carried out a systematic study of
the electromagnetic effect on the SWITG mode along with the

FIG. 10. Ratio of hAjji2=h/i2 with respect to b for the ITG and SWITG mode.

FIG. 11. Real frequency (left panel) and growth rates (right panel) with respect to gi for the ITG mode.

FIG. 12. Real frequency (left panel) and growth rates (right panel) with respect to gi for the SWITG mode.
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conventional ITG mode using a global linear gyrokinetic model.
Although the electromagnetic effect on the ITG mode is hitherto well
known, this is the first study that investigates the electromagnetic
effects on the SWITG mode using global gyrokinetic simulations. We
have calculated the real frequency and growth rate for the chosen equi-
librium for three different values of b. We also have shown the mode
structures for both the ITG and the SWITG mode in the presence of
finite b. We have found out the growth rates and real frequencies with
respect to b and with increasing gi for different values of b. Finally, we
have presented the mixing length estimation of the transport. The
main findings are as follows:

1. The SWITG mode is stabilized by the electromagnetic effect. The
real frequency of the SWITG mode is weakly affected by the elec-
tromagnetic effect.

2. The SWITG mode-structure is more localized both radially and
poloidally compared to the ITG mode.

3. With increasing b, the real frequency of the SWITG mode
decreases slightly while the growth rate decreases substantially.

4. For the range of gi values studied, the growth rate of the SWITG
mode instability decreases with an increase in b value.

5. The ratio of electromagnetic to electrostatic potentials increases
with increasing b.

6. The contribution of the hjqLii value is significant, compared to
that of hkhqLii, for the calculation of hk?qLii. Also, with the
increase in the b value, this contribution increases.

7. The mixing length estimate for transport reveals that although
the linear growth rates of the SWITG mode are comparable to
those of the long wavelength branch the heat flux is maximum in
the long wavelength region. This implies that most of the contri-
bution to the ion heat flux still comes from the conventional ITG
mode that occurs at khqi 6 1:0.

8. The mixing length estimate for transport shows that with
increasing b the heat flux decreases. This is in conformity with
the linear stabilization of the mode with increasing b.

As is well known, in the large aspect ratio limit, the trapped elec-
tron fraction goes as

ffiffiffiffiffi
2�
p

where � is the inverse aspect ratio a=R0:
Thus for the typical aspect ratio considered here, the effect of trapped
electrons on finite b SWITGmay become important. It would therefore

make sense to investigate this effect by considering the high b version
of the code EMGLOGYSTO, wherein dynamics due to (/; Ajj; A?)
perturbations may be addressed. This will be attempted in near future.
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APPENDIX: DESCRIPTION OF THE MATRIX OF EQ. (5)

The set of equations discussed in Sec. II are closed by invoking
the quasi-neutrality condition and the component of Ampère’s law
parallel to B,

X
j

~njðr; xÞ ’ 0;
1
l0
r2
?

~Ak ¼ �
X
j

~jkj: (A1)

Equation (A1) defines a generalized eigenvalue problem with eigen-
value x. This eigenvalue problem is conveniently solved in Fourier
space. By Fourier decomposing the potential in Eq. (A1) and then
taking Fourier transform, we obtain a convolution matrix in
Fourier space. If we assume a hydrogen-like plasma with ions and
electrons, we have

X
k0

P
j¼i;eM

j
~u ~u;k;k0

P
j¼i;eM

j
~u ~Ak ;k;k

0P
j¼i;eM

j
~Ak ~u;k;k0

P
j¼i;eM

j
~Ak ~Ak ;k;k

0

0
@

1
A ~uk0

~Ak;k0

� �
¼ 0; (A2)

where k ¼ ðj;mÞ and k0 ¼ ðj0;m0Þ. Note that we have two species:
passing ions (i) and passing electrons (e). In the following, we discuss
in detail the formulation for passing species. The Laplacian for the par-
allel component of Ampère’s law is also included in the appropriate
matrix elements. The submatricesM are symmetric about the diago-
nal. With the following definitions, Dq ¼ qu � ql (upper and lower
radial limits), Dj ¼ j� j0 and Dm ¼ m�m0 matrix elements are

Mi
~u ~u;k;k0 ¼

1
Dr

ðru
rl

dr exp �iDjrð Þ apdmm0 þexp iDmh
� �X

p
Î
0
p;i

h i
;

Mi
~u ~Ak;k;k

0 ¼�
1
Dr

ðru
rl

dr exp �iDjrð Þ exp iDmh
� �X

p
Î
1
p;i

h i
;

Me
~u ~u;k;k0 ¼

1
Dr

ðru
rl

dr exp �iDjrð Þ apdmm0

s rð Þ þ
exp iDmh
� �
s rð Þ

X
p
Î
0
p;e

" #
;

Me
~u ~Ak;k;k

0 ¼�
1
Dr

ðru
rl

dr exp �iDjrð Þ exp iDmh
� �
s rð Þ

X
p
Î
1
p;e

" #
;

Mi
~Ak ~Ak;k;k

0 ¼
1
Dr

ðru
rl

dr exp �iDjrð Þ exp iDmh
� �X

p
Î
2
p;i

h i

� 1
Dr

ðru
rl

dr exp �iDjrð Þ j02þm02

r2

� �
Ti rð Þ
q2i Nl0

� �
;

Me
~Ak ~Ak;k;k

0 ¼
1
Dr

ðru
rl

dr
exp �iDjrð Þ

s rð Þ
exp iDmh
� �X

p
Î
2
p;e

h i
;

(A3)

FIG. 13. Mixing length estimate for transport coefficient DML ¼ c=hk2?i with respect
to khqLi . The upper x-axis shows the corresponding toroidal mode number n. Three
values of b ¼ 0:0001; 0:0005, and 0.001 are considered.
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where

Î
l
p;j ¼

1ffiffiffiffiffi
2p
p

v3th;j rð Þ

ðvmax;j rð Þ

�vmax;j rð Þ
vljjdvjjexp �

v2jj
v2th;j rð Þ

 !

�
Nj
1I

r
0;j � Nj

2I
r
1;j

Dr;j
1

( )
p0¼p� m�m0ð Þ

;

Irn;j ¼
ðv?max;j rð Þ

0
v2nþ1? dv?exp �

v2?
2v2th;j rð Þ

 !
J20 xLjð ÞJp x0rtj

� �
Jp0 x0rtj
� �

:

(A4)

We have introduced the following definitions: � is the inverse aspect
ratio, vmax;jðrÞ is the upper cutoff speed (considered in the numeri-
cal implementation) of the species j, v?max;jðqÞ ¼ min vjj=

�ffiffi
�
p
; vmax;jÞ which is “trapped particle exclusion” from x indepen-

dent perpendicular velocity integral Irn;j; ap ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�=ð1þ �Þ

p
is the

fraction of passing particles; Î
l
p;j, is x� dependent parallel integrals;

xr
tj ¼ k?nr, Nj

1 ¼ x� wn;j½1þ ðgj=2Þðv2jj=v2th;jÞ � 3Þ�; Nj
2 ¼ wn;jgj=

ð2v2th;jÞ and Dr;j
1 ¼ hwt;jðqÞiðnqs �m0ð1� pÞðrvjj=vth;jÞ � x where

hwt;jðqÞi ¼ vth;jðqÞ=ðrqsÞ is the average transit frequency of the
species j.
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