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ABSTRACT
Two image-based velocity-inference techniques, cross-correlation time-delay estimation (CCTDE) and dynamic time warping (DTW), were
tested. These techniques are conventionally used in the study of plasma dynamics, but they can be applied to any data where features prop-
agate across the image field-of-view. Differences between the techniques were investigated, which showed that the shortcomings of each
technique are complemented well by the strengths of the other. Thus, the techniques should be used in conjunction with each other for
optimal velocimetry. For ease of use, an example workflow that applies the results in this paper to experimental measurements is provided
for both techniques. The findings were based on a thorough analysis of the uncertainties for both techniques. Specifically, the accuracy and
precision associated with inferred velocity fields were systematically tested using synthetic data. Novel findings are presented that strongly
improve the performance of both techniques, some of which are as follows: CCTDE was able to operate accurately under most conditions
with an inference frequency as short as 1 per 32 frames, as opposed to the typical 1 per ≥256 frames used in the literature; an underlying
pattern in CCTDE accuracy depending on the magnitude of the underlying velocity was found; spurious velocities due to the barber pole
illusion can now be predicted prior to CCTDE velocimetry through a simple analysis; DTW was more robust against the barber pole illu-
sion than CCTDE; DTW performance with sheared flows was tested; DTW was able to reliably infer accurate flow fields from data with as
low as 8 × 8 spatial channels; and however, if the flow direction was unknown prior to DTW analysis, DTW could not reliably infer any
velocities.
© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0133453

I. INTRODUCTION

Turbulence is a notoriously complicated and pervasive phe-
nomenon in physics. Experimentally inferring turbulent flow fields
is a key component in improving our understanding of turbulent
systems. This paper focuses on testing techniques that infer velocity
fields without relying on introducing tracer particles to the sys-
tem. The context of this paper is around tokamak plasmas, and the
tested velocimetry methods are primarily used in this field. Never-
theless, the applications of this paper can extend to any data in which
features propagate across the field-of-view. Some examples include
artificial speech recognition,1 low Reynolds number particle image
velocimetry (PIV),2 and 3D lidar velocimetry.3

In tokamak plasmas, it is known that the transport levels
across the confining field are enhanced compared to neoclassical

predictions due to turbulent fluctuations.4,5 On top of that, turbu-
lence is a ubiquitous phenomenon in tokamak plasmas and has been
linked to a multitude of related processes, such as filament evolution
in the edge and SOL,6 streamers,7 and zonal flow evolution.8

One of the standard approaches of particle image velocime-
try (PIV), especially at its inception, was to introduce high contrast
tracer particles to enable visualization of the fluid’s underlying veloc-
ity fields.9 In the context of magnetic confinement fusion (MCF), no
tracer particle exists, which can survive the extreme conditions in the
plasma. Instead, fluctuations of the plasma properties, such as den-
sity or temperature fluctuations, can be used as tracer “particles” and
tracked across a field of view to infer the underlying velocity fields.
These fluctuations decorrelate over time, which can lead to com-
plications if the decorrelation-timescale is comparable to or faster
than the underlying velocity. In this paper, Taylor’s hypothesis for
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frozen-in turbulence was used to assume that decorrelation effects
were negligible. This can be done without loss of generality as known
corrections can be introduced to account for decorrelation.10

In MCF plasmas, PIV is typically applied to density fluc-
tuation data obtained from diagnostics, such as beam emission
spectroscopy11 or gas-puff imaging.12 The majority of published
literature is centered around two techniques: cross-correlation time-
delay estimation (CCTDE) and dynamic time warping (DTW).13–15

A fundamental difference between DTW and CCTDE is that DTW
finds velocity fields based on variations in the spatial information
in the images, whereas CCTDE relies on varying temporal infor-
mation in the time-series. Note that DTW is otherwise known as
“orthogonal dynamic programming” and CCTDE can be used to
describe a host of different varieties of the same core technique.
The specific implementation of CCTDE in this paper is discussed
in Sec. III A. In theory, both of these techniques can infer highly
accurate velocity fields, and some case-specific testing of the tech-
niques does exist in current literature. However, extensive testing
reported in a comprehensive fashion has been lacking, although it
would enable the reliable use of the techniques for a broad range of
experimental data scenarios.13,14,16,17 In this paper, such tests were
performed while varying the following parameters: the characteris-
tic density-fluctuation spatial scale, tilt angle, characteristic in-plane
velocities, the number of spatial channels of the diagnostic, and
the signal-to-noise ratio. The following aims are defined for this
research:

● to quantify the accuracy and precision of the measured
velocity fields for both the CCTDE and DTW techniques for
a broad range of conditions,

● to test both techniques to the limits of their operational
parameter space,

● to provide examples of the reliable application of velocime-
try techniques using the results in this paper, and

● to compare the techniques with each other under controlled
conditions.

Section II discusses the methods used to generate the synthetic
density fluctuation data and how the velocity fields were imposed
on the density fluctuations. Sections III and IV introduce and test
the CCTDE and DTW techniques, respectively. These sections out-
line the methods used to test their uncertainties, present the results,
and discuss the findings. In Sec. V, DTW and CCTDE were com-
pared to each other according to the aims listed above. Section VI
presents an example application of the results. An example workflow
is proposed, which minimizes the drawbacks from both methods.
Conclusions are drawn in Sec. VII.

II. SYNTHETIC DENSITY FLUCTUATION DATA
Synthetic data were generated with the intent of represent-

ing the typical structures observed in turbulence diagnostics, such
as GPI12 and BES.11 These diagnostics measure a time-series of
two-dimensional images. The same synthetic dataset was analyzed
by both CCTDE and DTW so that the two techniques could be
straightforwardly compared.

Two types of fluctuation structures were generated. The first
type contained isolated density-fluctuations, often observed in plas-

mas near marginal stability. This will be referred to as “isolated
density feature” (IDF) data. In this paper, these isolated density
features are sometimes referred to as “blobs.” It should be noted,
however, that the term “blob” in this paper does not specifically
refer to the scrape-off layer filaments observed in MCF plasmas.18

The second type contained “turbulent density fields” (TDF), repre-
senting the density structures observed in fully developed turbulent
plasmas.

The three main user-controlled inputs for the synthetic data
generation were the in-plane velocity field imposed on the den-
sity structures, the characteristic spatial scales associated with the
structures themselves, and the signal-to-noise ratio of the data.
Additionally, the angle of the fluctuations could be altered to inves-
tigate the effect of the barber pole illusion (see Sec. III D) and
separately, sheared flows could be introduced in the TDF data. All
variables in this paper are given in terms of machine units. For exam-
ple, velocities are given in pixels per frame and length-scales are
given in pixels. This ensures that the results can be applied to a wide
range of diagnostics.

A. Isolated density feature data
Synthetic data were generated to represent isolated density fea-

tures propagating through the field-of-view. Images of the IDF were
generated using a two-dimensional Gaussian function,

z(x, y) = A exp(−(x − x0)2

2σ2
x
− (y − y0)2

2σ2
y
), (1)

where A and (x0, y0) are the amplitude and centroid location of the
blob, respectively, and (σx, σy) are the standard deviations of the
Gaussian blob shape, which could be tuned to vary the spatial size
of the blobs.

However, true Gaussian features of the form in Eq. (1) are
infinite in spatial extent, which is non-physical and undesirable for
testing purposes. In order to localize the density features, 25% of the
maximum intensity was subtracted from all images, and all resul-
tant negative intensities were set to zero. Finally, the intensities were
multiplied by 4/3 such that the original maximum amplitude was
recovered. The result was a modified 2D Gaussian shape with a
spatial extent that could be calculated in each direction using the
relation

Δλx,y = 2
√

2 ln(1/0.25)σx,y = 3.33σx,y, (2)

where Δλx,y corresponds to the full size of the blob in pixels in the
x- or y-direction. Throughout this paper, it is also often referred to
as the blob y-size or x-size. An example of a synthetic IDF image can
be found in Fig. 1(a).

Synthetic time-series were generated by creating images of
these blobs and moving the blob centroid according to the imposed
velocity with each frame. All images spanned 128 pixels × 128 pixels,
and the blob centroid location was initialized below the image field-
of-view (negative y-direction). The starting location was restricted
such that blobs did not clip the edges of the x-side of the field-of-
view. Only one blob was present in the images at any one time, and
the time-series generation was terminated upon the blob completely
leaving the field-of-view. Noise was optionally generated and added
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FIG. 1. Example images of synthetic data showing an isolated blob (a) and turbulent density fields with large (b) and small (c) spatial scales. (d)–(f) show the effect of varying
Δk. All images were generated with SNR = 100, and color bars were normalized to maximum intensity in time-series. (a) IDF example. (b) Large TDF fluctuations. (c) Small
TDF fluctuations. (d) Δk = 0. (e) Increasing Δk. (f) Increasing Δk further.

to each frame in the form of normally distributed, pixel-size noise
in order to mimic diagnostic electronic noise. The signal-to-noise
ratio (SNR) was defined as the ratio between the maximum blob
amplitude and the rms of the noise added,

SNRblob =
A

rms(noise) . (3)

Synthetic data were generated for a range of blob y-sizes [1–100 px],
blob velocities in the y-direction [0.1–60 px/frame], and signal-to-
noise ratios [1 − Inf ]. All data were generated using an arbitrary
blob x-size of 25 px, which was large enough to be registered by
the velocimetry techniques but small enough to have little clipping.
The x-size did not affect velocimetry performance in initial tests
(unless it was close to the pixel size or frame size). The velocity of
the blobs was set to zero in the x-direction in all tests performed
in this paper. The lack of generality here is discussed further in
Sec. III E.

B. Turbulent density fields
Density fields observed from turbulence diagnostics often dis-

play a complex structure that cannot be directly reproduced through
a simple function like in Sec. II A, Eq. (1). However, when rep-
resented in wavenumber space, turbulent density fluctuations can
often be approximated as a broad, singly peaked function, such as
a Gaussian or a Lorentzian.14 Through this observation, the distri-
butions were generated first in reciprocal space and then inverse
Fourier transformed, producing the real-space TDF images.

Specifically, arrays with a Lorentzian distribution were
generated of the form

P(kx, ky) =
Δk2

(kx − kx0)2 + (ky − ky0)2 + Δk2 , (4)

where P is the distribution amplitude, (kx0, ky0) was the centroid
location of the Lorentzian, and Δk is the function width. All ele-
ments were given a randomized phase, and the real component of
the inverse-Fourier transform was taken as the final TDF image.
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The Lorentzian centroid location, (kx0, ky0), could be altered
to change the spatial size and angle of the density features, as seen
in Figs. 1(b) and 1(c). All ky0 values in this paper were normalized
to correspond to the number of full wavelengths in the y-direction
per width of the image frame (wavelengths per 128 px). For ease
of interpretation, the real-space length-scale of the fluctuations was
also defined: λy0 = 128 px/ky0. kx0 was not varied independently and
instead was normalized to ky0. The tilt angle of the density features,
clockwise from horizontal, was then defined as θ = Arctan(kx0/ky0).

The Lorentzian width, Δk, could be increased from zero to
increase how “broken up” the structures appeared in the real-space
image [see Figs. 1(e) and 1(f)]. Δk was also normalized to ky0, vary-
ing from 0 to 2 in increments of 0.3, where 1.3 was the typical value
observed in density fluctuation diagnostics.14

In order to generate a time-series with an imposed velocity
field, the density fields were generated to be spatially larger than the
final image dimensions. This allowed entire columns of pixels to be
rigidly shifted up and down according to the imposed velocity field,
which took the form

vimposed = v0 ŷ + v1 cos (kv,y x) ŷ, (5)

where kv,y was the wavenumber of the velocity field sinusoid.
All imposed velocity fields pointed purely in the y-direction and
kv,y was varied from 1 to 8 wavelengths per 128 px. This method,
although more computationally expensive, avoids the use of periodic
boundary conditions, which could cause aliasing in the velocime-
try analysis. The time-series were generated with image dimensions
of 128 px × 128 px and were 512 frames long. Velocity fields with
v0 = 0.1–60 px/frame and v1 = 1–15 px/frame were used. Further-
more, normally distributed, pixel-size noise was added on top of the
images with SNRrms = 1 − infinity and was generated individually for
each image frame,

SNRrms =
rms(signal)
rms(noise) . (6)

The SNR was defined as the ratio between the signal rms and the
noise rms. Note that SNRblob and SNRrms represent significantly
different definitions, often separated by more than an order of mag-
nitude. Conversion factors vary solely on the blob size and can be
found in Fig. 14.

III. CROSS-CORRELATION TIME DELAY ESTIMATION
A. A review of the technique

Cross-correlation time-delay estimation is a technique that
can be used to estimate a velocity between two spatially sepa-
rated time-signals. It is a specific implementation of the general
cross-correlation-based PIV approach.19 The technique is based on
finding the time-delay, τm, at which the cross-correlation between
the two signals is maximized. If the maximum amplitude of the
cross-correlation function (CCF) is close to one, it is assumed
that identical fluctuations are present in both signals and that they
have traveled between the two spatial locations in a time τm. By
repeating this process for a range of spatial locations, a velocity
field can be constructed. In this paper, the two-point CCTDE was

investigated. This version of CCTDE could be considered as fun-
damental to most other CCTDE variations. It should therefore be
straightforward to extrapolate the results in this paper to the more
modern and elaborate line method20 and hybrid method.16 The
procedure of the two-point technique is outlined as follows:

● Consider a time-series of spatially resolved images.
● Two spatially separated pixels were selected, and their time-

signals were cross-correlated using the function

CC(τ)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

N − 1
N + τ − 1

∑N−τ
n=1 [ f (n + τ) − f̄ ][g(n) − ḡ]√
∑N

n=1 [ f (n) − f̄ ]2[g(n) − ḡ ]2
, τ < 0,

N − 1
N − τ − 1

∑N−τ
n=1 [ f (n) − f̄ ][g(n + τ) − ḡ]√
∑N

n=1 [ f (n) − f̄ ]2[g(n) − ḡ ]2
, τ ≥ 0,

(7)
where N is the length of the time-series and τ is the time-
delay between the two signals, f and g. The bar denotes the
mean of f and g, and the time-delay was given a range from
–N to N frames in all tests. The prefactor in the expres-
sions is necessary for unbiased estimators by normalizing the
time-series based on their length, which varies with τ.

● The time-delay, τm, at which the CCF peak occurred was
determined. If the correlation peak was above 0.5, a veloc-
ity was then inferred by taking v = Δℓ/τm, where Δℓ is the
spatial separation between the two signals.

● This procedure was repeated for all pixel pairs in both
orthogonal directions to produce two spatially resolved
velocity fields.

An important user-defined parameter was the characteristic separa-
tion distance, Δℓ, which is the distance between chosen pixels to be
analyzed. Three pixels were required per velocity measurement. The
first pixel, which was designated to have its velocity inferred, was
called the reference. The other two pixels were defined to be located

FIG. 2. Apparent up/down motion of barber pole as it spins. Reproduced with per-
mission from Sun et al., Vision Res. 111, 43 (2015). Copyright 2015 Author(s),
licensed under a Creative Commons Attribution 4.0 License.30
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in the positive x- and y-directions from the reference by Δℓ px. This
CCTDE method is referred to as the “two-point” method and will be
the primary focus for testing in this section. The effects of varying
this separation distance, Δℓ, and the length of the time-series, N, are
discussed in Sec. III C.

One notable source of spurious velocity measurements is
known as “the barber pole illusion,” after the apparent up/down
motion of a barber’s pole as it spins,21,22 as can be seen in Fig. 2.
This effect can also be observed typically when large, tilted den-
sity features propagate through the frame. Much like a barber pole,
tilted density features may appear to be moving in a different direc-
tion than their true underlying velocity. It is difficult and indeed
sometimes impossible in these cases for any velocimetry method to
distinguish between apparent motion and true motion. The extent to
which CCTDE was found to be susceptible to the barber pole illusion
is investigated in Sec. III D.

B. Analysis of the measured velocity fields
To compare results, the velocity fields inferred by CCTDE were

condensed into metrics assessing the overall accuracy and precision.
First, the “percentage velocity-deviation field,” Δvmeas, of the mea-
sured velocity field, vmeas, from the imposed velocity field, vimp, was
calculated,

Δvmeas = 100% ⋅ (vmeas − vimp

vimp
). (8)

The metric for accuracy used in, e.g., Fig. 3 was then taken to be the
mean of Δvmeas. In the case of isolated density features, the average
was performed over the area of the blob. In the turbulent density
fluctuation case, the average was performed over the entire field.
Similarly, the precision was quantified by the root-mean-square of
Δvmeas, with the same areas as above.

C. Results—–isolated density features
This section assesses the performance of CCTDE when pre-

sented with data containing isolated density features. The velocime-
try accuracy parallel to the imposed velocity was tested. Density

features with spatial scales ranging from 1 px to 100 px were
investigated. Imposed velocities were varied from 1/10 px/frame to
30 px/frame. Additionally, the effect of Δℓ, length of time-series N,
noise levels, and noise filtering is discussed.

As seen in Fig. 3, negligible dependence of the velocity measure-
ment accuracy was found on the spatial size of the blobs. This was
expected from the CCTDE method especially in the case of negligi-
ble noise. One exception to this observation can be seen in Fig. 3(b)
at blob y-size <10 px and 0.5 < v0 < 1.0 Δℓ/frame (at Δℓ = 20 px). In
this region, the blobs were small and fast enough to entirely skip over
one of the measurement locations, and thus, no accurate velocity
could be measured. Additionally, varying the length of the time-
series, N, was found to have no effect on the velocimetry accuracy.
This means that accuracy does not need to be considered with single
blobs when setting N.

Figure 3 also shows that the accuracy with which CCTDE
measures the velocity of the blobs is strongly dependent on the
underlying velocity. This dependence is expected from the two-
point CCTDE method and is further discussed in Sec. III E. Ini-
tial tests showed that using a “line” method instead—which is
equivalent to performing the two-point method simultaneously for
a range of Δℓ and selecting the measurement with the highest
correlation—relieved the strong accuracy dependence on imposed
velocity magnitude. Despite this advantage of the line method, fur-
ther testing was outside the scope of this paper, but it is further
discussed in Sec. III E.

The effect of varying Δℓ was investigated next. As might be
expected, increasing Δℓ enables the accurate measurement of faster
velocities. Additionally, the accurately measurable space expanded
near slow velocities (∼1 px/frame), as can be seen in Fig. 3. Despite
the aforementioned benefits, maximizing Δℓ may not always be ben-
eficial in reality, which is discussed further in Sec. III E. Another
noteworthy observation on varying Δℓ is that the accuracy follows
a pattern which is constant with normalized velocity, as shown in
Figs. 3(a) and 3(b). Once again this was expected and is further
discussed in Sec. III E.

Results show an often overlooked fact: the finite length of the
time-series imposes a limit on the minimum velocity that can be
measured. This threshold is given analytically as

FIG. 3. The accuracy of CCTDE with isolated density features. Velocities are normalized to Δℓ. The bottom subplots show velocities below 1 px/frame. The dashed line
denotes the predicted minimum measurable velocity that is imposed due to signal clipping by the finite length of the time-series, N. Accurate velocity fields (white) were
typically measured with a standard deviation of <1%; precision was not a proxy for accuracy. (a) Δℓ = 10. (b) Δℓ = 20.
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vmin =
λy0 + Δℓ

N
, (9)

where N is the length of the time-series, λy0 is the blob y-size, and
vmin is the minimum velocity in the y-direction that can be mea-
sured at a given combination of N, Δℓ, and λy0. This expression was
overplotted as an example in Fig. 3 and found to accurately predict
the minimum measurable velocity in all cases. Threshold was found
to correspond approximately to the 25% velocity deviation mark.
Additionally, the precision of the velocity inference decreased with
decreasing N.

The effect of increasing noise levels on the performance of
CCTDE is summarized in Fig. 4. It was observed that the accu-
racy of CCTDE remained largely unaffected by noise from SNRblob
= inf to 10. Accuracy in this range looked like Fig. 3(b), with only
marginal increases of standard deviation observed by SNRblob = 10.
Decreasing SNRblob from 10 to 4 showed significant signs of accu-
racy degradation by the noise, which is shown in Fig. 4(a) in the
form of unreliable accuracies and a shrinking reliably accurate para-
meter space. Decreasing the SNRblob further from 4 to 1 caused the
accurately measurable parameter space to shrink steadily and the
measured velocity fields showed increased standard deviation. By
SNRblob = 1, no accurate velocities could be inferred, as shown in
Fig. 4(b). Importantly, the standard deviation of the inferred velocity
was not necessarily a good predictor for the accuracy.

Next, the ability to recover accurate CCTDE measurements
from noisy data using frequency filtering was assessed. The syn-
thetic data used for Fig. 4 were passed through a two-way low-pass
Butterworth filter prior to CCTDE analysis. A cutoff frequency of
0.3 times the Nyquist frequency was chosen due to effective fil-
tering of the noise while leaving the signal relatively unaffected.
These initial tests showed marginal improvements in accuracy; the
SNRblob = 4 case after filtering showed accuracies comparable to
the unfiltered SNRblob = 100 case, although filtering data with
SNRblob = 3 showed only partial recovery of the accuracy (not
shown). No improvement was seen for SNRblob = 1. Whether opti-
mization of the noise filtering techniques could be used to fully
recover the accuracy for SNRblob = 3 (and lower) could not be
determined using these initial tests.

It was also found in all tests in this subsection that the
blob velocity orthogonal to the direction of blob propagation was
accurately measured to be zero on average for imposed velocities
>1/20 Δℓ/frame. Standard deviations of up to 20% relative to the
measured parallel velocity were observed in this range. Orthog-
onal velocity inferences at v0 < 1/20 Δℓ/frame were found to be
susceptible to high statistical variation of the measurements. The
standard deviation often exceeded that of the parallel velocity mea-
surements, thus significantly reducing the reliability of the overall
measurements in this region of velocity space.

D. Results—turbulent density fluctuations
This section assesses the performance of CCTDE when pre-

sented with TDF data. The characteristic spatial scale, λy0, was varied
from 1 px to 100 px, and the imposed velocity was varied from
1/10 px/frame to 30 px/frame. The angle of the density features was
given a range from 0○ to 75○ clockwise from horizontal. Δk was given
a range from 0ky0 to 2ky0 in 0.3ky0 increments. Δℓ was varied from
1 px to 20 px.

As expected, varying Δℓ, SNRrms, and N had an effect com-
parable to what was found in Sec. III C. In summary, decreasing
N was known to reduce precision and impose a minimum measur-
able velocity. The corresponding expression defined in Eq. (9) held
for the turbulent density data. SNRrms was found to have a negligible
effect on accuracy for SNRrms > 1, although reductions in precision
were observed.

It was found that the barber pole illusion had a negligible
impact on the measurement accuracy parallel to the flow direc-
tion. Spurious perpendicular velocity measurements were widely
observed when Δk ≤ 0.3ky0. When Δk is this low, density features
often have a spatial extent comparable to the image field-of-view.
Furthermore, negative velocities were found, which were due to
a combination of barber poling and aliasing. A subtle example of
aliasing can be seen as the blue regions in Fig. 5(a). These spuri-
ous velocities could not consistently be predicted, and experimental
CCTDE analysis in the region of Δk ≤ 0.3ky0 is unreliable without
further in-depth testing.

In the region of Δk ≥ 0.6ky0, it was found that there is typically
a well-defined threshold for when the barber pole illusion becomes

FIG. 4. The accuracy of CCTDE with isolated density features. The SNRblob was varied to assess the dependence of method accuracy on noise. Noise had little effect on
accuracy for SNRblob > 10 (not shown). The standard deviation of the measured velocity fields varied from <20% in (a) to >100% in (b). (a) SNR = 4. (b) SNR = 1.
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FIG. 5. Defining a threshold at which barber poling becomes significant: (a) thresholds drawn approximately at 25% deviation from v0; (b) examples from the multivariate linear
regression of threshold line 1. Data-points denote empirical measurements with estimated error bars, and the dashed lines denote the regression equation fits. R-squared
was 0.9. (a) Barber pole approximate thresholds. (b) Barber pole threshold regression fit.

significant. An example can be found in Fig. 5(a), where two distinct
lines are drawn approximately at the 25% velocity deviation mark.
Threshold 1 in Fig. 5(a) was found to depend solely on the spatial
parameters: Δk, Δℓ, θ, and λy0, although no analytical expression for
the threshold could be determined from first principles. Instead, a
multivariate linear regression approach was used in an attempt to
define an empirical expression for the threshold.

Estimates of the characteristic length, λy0, at which threshold
line 1 occurred had to be taken in order to perform a regression.
Angles of 30○ and 45○, Δk = 0.6–1.3,ky0 and Δℓ = 5–20 px were used
for estimation of the λy0 thresholds. The threshold was determined
as follows: the λy0 at which the percentage velocity deviation reached
25% were traced across v0. The five-point moving average was taken
thereof, which consistently resulted in a trace with a bi-linear form
[approximately corresponding to lines one and two in Fig. 5(a)]. The
change in gradient between the two linear regions was not sharp
and an approximate gradient transition region was defined by visual
inspection. The λy0 threshold was defined as the lowest λy0 of the gra-
dient transition region [approximately equivalent to the intersection

of lines 1 and 2 in Fig. 5(a)]. The error margin of the λy0 threshold
was defined to be equal to the half-width of the gradient transition
region.

A weighted multivariate linear regression was performed with
the determined λy0 thresholds as the dependent variable and Δk, Δℓ,
and tan(θ) as the independent variables (which individually showed
approximate linear dependence prior to regression). The following
expression was constructed from the regression to approximate the
λy0 threshold:

λy0,threshold = 30 ⋅ tan (θ) + 15 ⋅ Δk + 2.2 ⋅ Δℓ − 40. (10)

For this regression of 24 datapoints, all coefficients were found
with a standard error of ∼15% and an R2 of 0.9. Δk was normal-
ized to ky0 and Δℓ was given in px. A good prediction (within
errors) was also found when extrapolated to parameters θ = 15○–60○,
Δk = 0.6–2.0ky0, and Δℓ = 5–20 px.

FIG. 6. Two example plots showing the λy0 threshold as predicted by the regression equation. Fit within error margins was found for most (∼90%) cases tested. Triangular
region in (a) shows accurate area that can be gained by quantifying threshold 2. This area does not exist in (b). (a) BP predicted threshold. (b) BP predicted threshold.
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With increasing λy0, the perpendicular velocity increases and
saturates at a well-defined value. This saturated value could be
calculated by the following expression:

v� = v∥/ tan (θ). (11)

The v� calculated in Eq. (11) is strictly in case that there is no under-
lying velocity in the x-direction. It has not been explicitly tested
if the barber-pole-induced x-velocity is affected by true underlying
x-velocities.

Threshold 2, shown in Fig. 5(a), was not investigated in detail
because it would have little impact; quantifying threshold 2 would
not add a significant area in parameter space that can be measured
accurately with confidence. The potential additional area is exempli-
fied by the small triangular region in Fig. 6(a), and no added benefit
would be seen in Fig. 6(b).

E. CCTDE discussion and summary
1. Accuracy dependence on underlying velocity

The measurement accuracy of two-point CCTDE depends
strongly on the underlying velocity of the fluctuations. The accuracy
varied in a predictable pattern, which can be seen in Fig. 3. This pat-
tern was theoretically expected from the two-point CCTDE method
because only velocities equal to factors of Δℓ can be measured accu-
rately. In-between velocities will be approximated to the nearest fac-
tor of Δℓ. The salient issue is that the underlying velocity is unknown
prior to CCTDE analysis, which complicates the prediction of the
measurement accuracy. Next to this, the standard deviation of the
inferred velocity fields was not a good predictor of measurement accu-
racy. This is why it is essential that two-point CCTDE be used in
conjunction with other velocity estimation techniques.

2. A lack of precision may be beneficial
In initial tests, it was found that the line-CCTDE method

accuracy did not show the same dependence on velocity. It may
not be necessary, however, to employ this more computationally
expensive method. This is due to a most welcome case where
experimental noise provides an unexpected beneficial effect: tur-
bulent velocity fluctuations and optical jitter cause fluctuations in
the apparent velocity. This can lead to the inferred velocity “flip-
flopping” between factors of Δℓ throughout the velocity field. The
result is an average velocity field with improved accuracy but at a
reduced temporal resolution. This effect is especially pronounced
for underlying velocities halfway between two factors of Δℓ, and the
flip-flopping can also be encouraged by decreasing N and thereby
reducing the measurement precision. In practice, it is hypothesized
that this beneficial averaging is commonplace, and it is possibly the
reason behind the lack of accuracy dependence on underlying veloc-
ity in previous literature.13,16 That said, this effect cannot be fully
relied upon and cross-comparison with other velocity estimates is
advised.

3. Accuracy dependence on SNR
The extent to which noise degrades the performance of CCTDE

was found to be negligible for SNRrms > 1, in both IDF and
TDF data. These results appear to contradict previous literature

(e.g., Ref. 13), which cites much stronger dependence on SNR, and
define a measurement limit around SNR = 10. However, due to the
lack of a rigorous description of the data generation parameters and
ambiguity in the SNR definition in the aforementioned work, no
meaningful comparisons could be made.

4. Choosing appropriate Δℓ
As may be expected, increasing Δℓ increases the maximum

accurately measurable velocity (up to 1 Δℓ/frame). It simultaneously
expands the accurately measurable velocity space at low velocities
near 1 px/frame (see Fig. 3). However, maximizing Δℓ may not be
desirable if the decorrelation timescale is significant compared to
the underlying velocity. In this case, Δℓ could be reduced to limit
the impact of decorrelation. Δℓ can be independently defined in
different directions without significantly complicating the analy-
sis because velocity inferences in different directions are indepen-
dent of each other. In this paper, Δℓ was kept symmetric in all
tests.

5. The effect of reducing length of the time-series, N
It is desirable to decrease N for a number of reasons: the com-

putational cost of the technique is reduced, it may result in beneficial
averaging due to reduced precision, and the temporal frequency of
the velocity inference is increased. The reduction in precision in
CCTDE has been covered in existing literature.23 One considera-
tion that must be made is that the expected velocities do not lie
below the minimum velocity limit defined in Eq. (9) for the cho-
sen N. This equation can be applied to both IDF and TDF data,
although some extra care needs to be taken in determining a rep-
resentative λy0 for TDF data. Assuming that the minimum velocity
limit is not surpassed, it has been observed in this paper that CCTDE
can be operated effectively with N as low as 32 in all cases tested with
little effect on measurement accuracy, whereas previous literature
applying CCTDE typically uses N ≥ 256.13

6. A simplified method to avoid barber pole illusions
The prevalence of spurious velocity measurements due to the

barber pole illusion was quantified in Sec. III D. In this research, it
can be predicted if the barber pole illusion has a significant impact
on velocimetry prior to CCTDE analysis. The prediction requires
estimation of the spatial parameters associated with fluctuations
in the data, Δk and λy0. By referring to Eq. (10), spurious veloci-
ties can typically also be avoided by increasing Δℓ. An example of
this simple check is shown in Sec. VI. These results are in contrast
to previous literature that focused on correcting spurious veloci-
ties post-velocimetry.24 This correction process is typically rather
laborious and requires assumption of the shape of the underlying
structures.

7. Precision in the low-velocity regime
It was found that for imposed velocities, v0 < 1 px/frame, the

statistical variation of the velocity measurements becomes signifi-
cant. The standard deviation becomes comparable to the average
inferred velocity. This is why extra care is advised in ensuring
statistical convergence in this low velocity regime.
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IV. DYNAMIC TIME WARPING
A. A review of the technique

Dynamic time warping is a technique that falls under the
broader “optical flow” approach in PIV, where brightness con-
servation along flow trajectories is assumed. A brief review of
the broader optical flow research is given in the introduction of
Cai et al.25 The aim of DTW is to find an optimized displacement
field from one image to another.15,17,26,27 The spatial transformation
is found through an iterative process that calculates a displace-
ment field according to the largest intensity features first and then
makes increasingly small corrections in subsequent iterations. The
displacement field optimization in each iteration is based on the
minimization of the intensity difference between the two images.
DTW is considered to be a promising technique in image velocime-
try because it is theoretically able to find accurate displacement
fields even in ambiguous scenarios, such as turbulent flow fields,
and because it promises to deliver a velocity field at the diagnostic
sampling rate.

The operation of the algorithm is explained in detail in
Quenot’s 1998 paper15 and will briefly be summarized here. Two
images for which an optimized transformation is to be found are
loaded into the DTW algorithm. The two images are then divided
into strips that overlap each other by half in the short direction,
where the number of pixels along the short direction is known as
the strip width. The optimized displacements were found along the
long direction, or “slicing direction,” of the strips. The optimiza-
tion is based on the minimization of the intensity difference between
the two strips.15 Splitting the image into strips introduces a natural
ordering of the pixels and imposes a continuity constraint on the
displacement search. By re-combining the strips into the original
images, a full displacement field is built up with pixel displacements
along the slicing direction of the strips. This process is repeated in
the orthogonal direction, and a 2D displacement field is inferred.
In this first iteration, the algorithm has inferred a displacement
field weighted toward intensity features with a spatial size compara-
ble to the first strip width. Subsequent iterations are used to make
increasingly small corrections to the displacement field by using
increasingly small strip widths. In this paper, the strip width was
reduced by a factor of

√
2 in each iteration. This is not necessarily

an optimized value but follows convention used by Quenot et al.15

The exact code used throughout this paper can be found in version
1.0.0 of S. Thomas’ GitLab repository.28

The performance of DTW was tested for a range of synthetic
data input parameters, such as spatial scale of the density fluctua-
tions, underlying velocity of the density fluctuations, signal-to-noise
ratio, shear flow of the imposed velocity field, and the number of
spatial channels in the data. The impact of some of these parameters
have been investigated in existing literature,14,17 which are used as a
point of comparison in this paper.

B. Results—isolated density features
This section assesses the performance of DTW when presented

with data containing isolated density features. The accuracy and pre-
cision of the inferred velocity fields were determined in the direction
parallel to- and perpendicular to the imposed velocity. Fluctuation
spatial scales were varied from 1 px to 100 px, and imposed velocities
were varied from 0.1 px/frame to 60 px/frame. SNRblob was varied
from 1 to infinity. DTW was typically operated with seven iterations
with the following strip widths: [32, 22, 16, 12, 8, 6, 4] px, unless
otherwise stated. The initial slicing direction was set parallel to the
known imposed velocity, which was a crucial step and is discussed
in more detail in Sec. IV D.

As can be seen in Fig. 7(a), DTW can measure velocities
highly accurately across the vast majority of parameter space at
SNRblob = 100. The main exception occurs at v0 ≤ 2 px and blob
sizes > 20 px, where there is consistent overestimation of the veloc-
ity. Other than this region of overestimation, the accuracy of DTW
does not depend on the spatial size of the blobs or the underly-
ing velocity. All perpendicular velocity measurements were zero.
When SNRblob is decreased, the accuracy of DTW rapidly degrades.
The result can be seen in Fig. 7(b) where DTW cannot recover any
velocities accurately at SNRblob = 2. Upon further investigation, it
was determined that the displacement field was often accurate after
the first iteration of DTW, and subsequent iterations would distort
the originally accurate field. This effect was due to an operational
quirk of DTW in situations where there are areas with no signal and
only noise, which is further discussed in Sec. IV D. Follow-up tests
with only one DTW iteration at strip width = 32 px and varying

FIG. 7. The effect of pixel-size noise on DTW velocity inference accuracy. Input data were unsmoothed and seven DTW iterations were used. (a) SNRblob = 100. (b) SNRblob = 2
and 7 DTW iterations.
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FIG. 8. Two approaches for recovering from noise in IDF data. The result of using only one iteration is shown in (a). The result of smoothing the images pre-analysis is shown
in (b). (a) SNRblob = 2, 1 DTW iteration. (b) SNRblob = 2, pre-smoothed.

SNRblob = 100 − 1 were performed. Highly improved accuracies
were found with typically <10% velocity deviation, as can be seen
in Fig. 8(a), although full recovery of accuracy could not be achieved
using this approach.

The effectiveness of spatially smoothing out the noise, before
DTW analysis, was investigated by passing the input data images
through nested 1D convolution filters with a Gaussian kernel. The
optimum Gaussian FWHM was found to lie around 1–3 px where
the noise was smoothed out effectively while leaving the underlying
signal relatively unaffected. The smoothed data were then analyzed
using DTW. It can be seen in Fig. 8(b) that smoothing is also highly
effective across the majority of parameter space in recovering the
accuracy of the DTW algorithm such that most velocities could be
measured to within 5% accuracy. At low velocities, v0 < 5 px/fr,
the velocity could not accurately be inferred, as can be seen in
Fig. 8(b).

C. Results—turbulent density features
The velocity measurement accuracy and precision were deter-

mined in both the direction parallel to and perpendicular to the
imposed velocity. The DTW operational parameters used were
identical to those in Sec. IV B unless otherwise stated. The charac-
teristic spatial scale, λy0, was varied from 1 px to 100 px, and the
imposed velocity in the y-direction was varied from 1 px/frame to
60 px/frame. All the tests performed in this section used TDF data
with the parameters Δk = 1.3ky0 and θ = 45○.

Initial tests at SNRrms = 100 showed that DTW could accu-
rately infer velocities across the entire range of spatial sizes and
imposed velocities, much like the IDF results shown in Fig. 7(a).
Upon incrementally decreasing SNRrms down to 1, the accuracy
and precision were found to generally decrease, although tests at
SNRrms = 1 still showed accurately measurable regions in parameter
space, which can be seen in Fig. 9(a). The standard deviation of
the velocity fields in Fig. 9(a) was typically around 10%. The prob-
lems associated with using numerous iterations that were observed
in Sec. IV B were not reproduced with TDF data. Smoothing was
applied using the same approach as described in Sec. IV B, which
also showed substantial improvements to the measurement preci-
sion. At SNRrms = 1 and a 2 px smoothing length, standard deviation

was reduced to within 5% of the average. This revealed a consis-
tent overestimation of velocities below 10 px/frame, as shown in
Fig. 9(b).

The effect of reducing the number of spatial channels available
in the input data was investigated. The original 128 × 128 channel
images were down-resolved into new Nch by Nch channel images.
This was done by splitting the original images into arrays of size
Δd by Δd, where Δd = 128/Nch. Thus, each channel in the new Nch
by Nch image corresponded to one Δd by Δd array in the original
image. The intensities of the channels in the Nch by Nch images
were calculated by taking weighted averages of the respective Δd by
Δd arrays. The weighted average was calculated using a 2D Gaus-
sian kernel with a FWHM equal to Δd and was centered on the
center of the Δd by Δd array. Exploratory tests showed negligible
dependence on the shape of the averaging kernel. Nevertheless, the
Gaussian shape was chosen to approximate the increased sensitivity
in the center of the channels found in diagnostics such as BES.29 Syn-
thetic data with Nch = [4, 8, 16, 32, 64] were generated and pixel-size
noise was re-introduced with SNRrms = [1, 2, 3, 4, 10, 100]. Although
DTW could technically run using data with down to 4 × 4 spatial
channels, the accuracy of the velocity inferences was found to rapidly
degrade with decreasing Nch and SNRrms.

The down-resolved data were re-interpolated into the original
128 × 128 channel grid using a bivariate cubic spline interpolation
before DTW analysis.14 At SNRrms = 100, the accuracy was only
marginally affected in the range Nch = 128–16. Measured veloci-
ties typically deviated less than 10% of the imposed values. As can
be seen in Fig. 10, the accuracy deteriorated strongly going from
<10% deviation at Nch = 16 to ≥20% deviation at Nch = 8. Addi-
tionally, there was a marked decrease in the amount of reliable
parameter space shown in Fig. 11. Decreasing Nch also showed a
strong decrease in the precision of the DTW velocity fields, which
could be exacerbated by decreasing SNRrms. The combined result
of these two detrimental effects can be seen in Fig. 11(a). It shows
unreliable velocity measurements across all parameter space at
Nch = 8 and SNRrms = 2, which are not uncommon values observed
in BES diagnostic measurements. However, upon averaging 32 mea-
surements from successive pairs of frames, the precision could be
improved to a standard deviation of <10%, and considerable regions
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FIG. 9. The effect of smoothing TDF input data on DTW performance with noise. (a) No smoothing. (b) With smoothing.

FIG. 10. The effect of reducing the number of available channels on DTW performance. Images contained Nch by Nch channels. All images were re-interpolated onto
128 × 128 channels before DTW analysis. (a) 16 × 16 channels. (b) 8 × 8 channels.

FIG. 11. Assessing DTW performance at Nch = 8 under noisy conditions. Reduced precision shown in figure (a) is shown to converge upon averaging multiple measurements
in (b). (a) 8 × 8 channels and SNR = 2, one measurement. (b) 8 × 8 channels and SNR = 2, 32 measurements averaged.

of parameter space were recovered in which accurate measurements
could be made, as can be seen in Fig. 11(b). Averaging over mul-
tiple frames improved the precision of the velocity field inference,
which revealed an area in parameter space where velocities could
accurately be inferred. This area, shown in Fig. 11(b), consistently

showed velocity inferences to within 10% of the true values. It is
highlighted here that a high temporal frequency is one of the main
desirable characteristics for DTW. Averaging significantly reduces
DTW temporal resolution and can become comparable to CCTDE
temporal resolution, as shown in Fig. 11(b).
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For 128 × 128 channel images with Δk ≥ 0.3ky0, the inferred
velocity was zero in the direction perpendicular to the imposed
velocity. At Δk < 0.3ky0, spurious velocities were found due to the
barber pole illusion.

Exploratory tests were performed to assess the impact of
sheared velocity fields on the performance of DTW. TDF data weree
used with a characteristic fluctuation spatial scale of 7 px. The veloc-
ity field parameters v1 and kv,y [see Eq. (5)] were varied from 1 to
15 px/frame and from 1 to 8 wavelengths per 128 px, respectively. In
the literature, the same kv,y range had been investigated, but v1 was
not varied in those tests.14 Independently increasing the amplitude
and the wavenumber showed detrimental effects on the accuracy
and precision in both cases. The existence of thresholds for the onset
of these detrimental effects was observed depending on v1 and kv,y.
Thresholds were not quantified, but it was found that the accuracy
and precision stayed constant when the maximum shear amplitude,
∂x(vy)∣max = v1kv,y, was kept constant. This observation held, while
v1 and kv,y were both varied.

D. DTW summary and discussion
1. Accuracy dependency on SNR

The accuracy of DTW decreases with increasing noise levels,
as shown in Fig. 7. This was observed in 128 px × 128 px images
for both IDF and TDF data. This loss of accuracy could largely be
recovered through spatial smoothing of the images before velocime-
try, as seen in Fig. 9. One exception is observed in Fig. 9(b), where a
consistent overestimation of up to 20% is observed at low velocities,
v0 < 10 px/frame. The accuracy at characteristic spatial scales below
5 px could not be recovered using spatial smoothing. The preci-
sion of velocity fields also varied with signal-to-noise levels. Velocity
fields with 1% standard deviation were observed at SNRrms = 100.
The standard deviation increased to 10% at SNRrms = 1. The reduced
precision due to noise could be mostly, but not completely, counter-
acted by spatial smoothing of the images before DTW analysis, as
can be seen in Fig. 9.

2. An operational quirk with IDF data
This was seen in Sec. III C and thought to be due to regions in

the images where no signal, and only noise, was present. With a lack
of signal outside of the blob area, DTW would transform the images
here according to the noise. This distortion outside the blob area
would affect the displacement field inside the blob area due to conti-
nuity constraints in the DTW method. This is why care is advised for
DTW velocimetry of IDF-like data. Two approaches in minimizing
detrimental effects were shown in Fig. 8.

3. Accuracy dependency on the number
of spatial channels

It is important to note that DTW accuracy decreases rapidly
below Nch = 32, even when noise levels are negligible. The bene-
ficial effect of interpolating the images onto a higher grid prior to
DTW is ubiquitous but at best marginal for the accuracy of velocime-
try. Despite this improvement, DTW increasingly and consistently
overestimated velocities upon decreasing Nch, which can be seen in
Fig. 10. Spatial scales below approximately three times the channel
size were unreliable, especially if v0 was not an integer. The introduc-
tion of noise was investigated at Nch = 8. Decreasing SNRrms rapidly

decreased the precision of DTW. At SNRrms = 2, this effect could be
considered fatal, as can be seen in Fig. 11(a). Upon averaging mul-
tiple consecutive inferences, the precision improved and accurate
velocity inferences were revealed in Fig. 11(b). Specifically, a consis-
tent overestimation of ∼10% was found at v0 = 1 px/frame. This was
well below the measurement limit of SNR = 10 defined in previous
literature but still relevant to realistic experimental situations.14

4. Sheared flow fields
Exploratory tests investigated the ability of DTW to infer

sheared velocity fields by varying the velocity field parameters v1 and
kv,y seen in Eq. (5). It was found that both the accuracy and precision
were reduced by increasing the maximum shear past a threshold.
Interestingly, the accuracy and precision did not vary locally with
local shear amplitude. Instead, the global maximum shear was found
to be the parameter that governs the accuracy and precision. This is a
result that generalizes previous tests by Kriete et al.,14 who found that
the shear flow wavenumber is an important parameter that affects
DTW accuracy and precision. The reduction in accuracy presented
itself as a reduction in amplitude of the measured velocity sinu-
soid, although the shape and wavelength were conserved, which was
consistent with previous findings.14

5. The limited effect of the barber pole illusion
All measurements in the direction perpendicular to the

imposed velocity were accurately inferred to be zero at Δk ≥ 0.3.
Spurious perpendicular velocities due to the barber pole illusion
occurred at Δk < 0.3. The presence of spurious velocities are hypoth-
esized when the density features are tilted, extend past the diagnostic
field of view, and if spatial variations within the density features are
negligible compared to the noise levels.

6. The main complication of using DTW
In all tests, the first slicing direction was set parallel to the direc-

tion of the imposed velocity. Choosing the perpendicular direction
instead was found to be catastrophic for DTW velocity inference. The
threshold at which misalignment between the initial slicing direc-
tion and flow direction becomes an issue was not tested, although
increasing the first strip width was hypothesized to accommodate
larger misalignments. Nevertheless, it is critical that the direction of
the velocity field must be estimated prior to DTW analysis in a real
experimental setting. Additionally, sub-pixel velocities could not be
accurately inferred by DTW. This shortcoming can easily be circum-
navigated by increasing the temporal spacing between images that
are analyzed.

V. A COMPARISON OF THE TWO TECHNIQUES
A fundamental difference between DTW and CCTDE is that

DTW finds velocity fields based on variations in the spatial infor-
mation in the images, whereas CCTDE relies on varying temporal
information in the time-series. This means that DTW is theoretically
able to infer velocity fields with a frequency equal to the frame-
rate of the diagnostic, whereas CCTDE typically operates with a
measurement frequency at least an order of magnitude slower. This
inherent drawback of CCTDE is in contrast to the fact that it is less
reliant on spatial information, which may result in higher accuracy
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and precision than DTW when the number of spatial channels is
reduced.

The CCTDE inference frequency has historically been at least
2 orders of magnitude slower than the diagnostic frame-rate.13 In
these investigations, it was found that CCTDE can be operated with
N = 32 in most cases, which represents at least an order of magnitude
improvement compared to previous literature. Additionally, DTW
was found to require averaging of multiple subsequent inferences
with noisy, low-spatial-channel data (e.g., SNRrms = 2, Nch = 8). This
reduced the effective velocity-inference frequency of DTW, and in
some cases, the inference frequency could be comparable between
the two techniques.

Both techniques were prone to inferring spurious velocities
due to the barber pole illusion. Neither technique could reliably
infer accurate velocity fields at Δk < 0.3. At Δk ≥ 0.3, DTW typically
inferred accurate velocity fields. CCTDE could also infer accurate
fields in this region, assuming that it passed a simple check using
Eq. (10).

Shear in the velocity fields negatively impacted the DTW accu-
racy once a threshold in the maximum local shear was surpassed.
Shear did not affect two-point CCTDE because the velocity infer-
ences at each spatial location are independent of each other. For the
same reason, CCTDE accuracy is unaffected by reducing the num-
ber of spatial channels, Nch. On the other hand, reducing Nch had
detrimental effects on DTW accuracy and precision.

The accuracy of both techniques varied with the underlying
velocity field. The direction of the velocity must be known before set-
ting the initial slicing direction of DTW. If this was done incorrectly,
DTW inferences were unreliable. The magnitude of the velocity must
be known to infer the accuracy of CCTDE. The salient issue is that
the velocity is unknown prior to velocimetry—once again highlight-
ing that a combination of velocimetry techniques must be used for
accurate velocity inferences.

VI. AN EXAMPLE APPLICATION OF THE RESULTS
AND EXPERIMENTAL WORKFLOW

Note that the simple workflow presented here is not intended to
be comprehensive, but rather an example that can be expanded upon

and tailored to specific scenarios. Velocimetry was performed on
two synthetic TDF time-series, simply named A and B. The signal-
to-noise ratio was known prior to analysis at SNRrms = 100. The spa-
tial parameters and underlying velocity of the data were unknown
prior to analysis but could be recovered from metadata at a later
point. Despite the use of synthetic data in this section, the exam-
ple workflow is directly relevant to velocimetry with experimental
data.

Before any velocity inferences were made, some preparatory
analysis was performed to assess the spatial characteristics of the
fluctuations in the data. This was done by taking the magnitude of
the 2D spatial Fourier transform of each image in the time-series and
manually setting the DC peaks to zero. The resultant Fourier images
were summed together, and the result was normalized to the maxi-
mum amplitude. An example of a Fourier spectrum can be seen in
Fig. 12(a), which showed a clear, single peak. In order to quantify
the spatial parameters, one dimensional slices of the Fourier spectra
were taken through the peak. These slices were then fitted through
a least-squares routine to a Lorentzian of the form shown in Eq. (4).
An example of the fit can be seen in Fig. 12(b). A summary of the
final estimates for the spatial parameters is shown in Table I. The
minimum Δℓ required to avoid spurious velocity measurements due
to the barber pole illusion was also shown here [as calculated by
Eq. (10)].

At SNRrms = 100, which was well above the SNRrms ≥ 1 limit
determined in Secs. III and IV, the impact of noise was thought
to be negligible and spatial smoothing or filtering was assumed
to be unnecessary. Correlation parameters were calculated through
standard techniques10 and showed that decorrelation effects were
negligible. Given that no estimate of the underlying velocity was
known at this point, a time-series length of N = 128 frames was cho-
sen for CCTDE analysis. This corresponded to a minimum accurate
velocity less than 1 px/frame with Δℓ ≤ 30 px and λy0 ≤ 50 px, as
determined by Eq. (9). As seen in Fig. 3, the accuracy is expected
to vary strongly with velocity. Thus, Δℓ had to be varied over a num-
ber of velocity inferences to enable approximate quantification of the
velocity. A trial range of Δℓ = 10–30 px was chosen after preliminary
testing.

FIG. 12. Example 2D spatial Fourier spectra of time-series A (a). 1D slice of the Fourier spectrum in the y-direction with Lorentzian fit (b). Slice location shown in (a).
(a) Spatial Fourier spectrum of synthetic data. (b) Slice of spatial Fourier spectrum with Lorentzian fit.
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TABLE I. Table summarizing the estimated spatial parameters associated with the
density fluctuations in the time-series. Minimum Δℓ was calculated from Eq. (10). All
estimated values have uncertainty margins around 10%.

Time-series kx0 ky0 θ (deg) Δk Δℓmin

A 4.2 4.2 45 0.7ky0 13 px
B 2.8 2.7 45 0.7ky0 21 px

TABLE II. Summarizing CCTDE inferred velocities for time-series A and B. Δℓ was
varied from 10 px to 30 px. Correlation amplitudes of the inferences are included. NaN
velocities given when the time-delay was zero.

Time-series Δℓ vx vx corr. vy vy corr.

A

10 NaN 0.3 10 0.5
15 NaN 0.3 15 1.0
20 NaN 0.3 20 0.5
25 NaN 0.3 12.5 0.5
30 NaN 0.3 15 0.5

B

10 10 0.5 10 0.7
15 15 0.4 15 1.0
20 NaN 0.4 20 0.9
25 NaN 0.3 25 0.6
30 NaN 0.3 15 0.9

Using these parameters, CCTDE was used to estimate veloc-
ities in both time-series A and B. Estimates were made using the
standard procedure in Sec. III and are summarized in Table II. The
inferred velocities varied strongly with Δℓ, as was expected. Exam-
ple velocity fields are not shown here because no spatial variations
were observed. For time-series A, no velocities were recorded in
the x-direction and the velocity in the y-direction was found to

have the highest correlation at 15 px/frame. In time-series B, non-
zero velocities in the x-direction were found at Δℓ ≤ 15. These were
hypothesized to be spurious velocities due to the barber pole illusion,
as predicted by Table I. This hypothesis could be cross-checked with
DTW results at a later point. The velocity in the y-direction had mul-
tiple values with high correlation, and the y-velocity was estimated
to lie around 15–20 px/frame.

The CCTDE results suggest that both the velocity fields point
purely in the y-direction. Additionally, no sheared flows were
observed and no spurious velocities due to the barber pole illusion
should be expected from DTW at Δk = 0.7ky0. DTW accuracy does
not depend strongly on fluctuation spatial scale or underlying veloc-
ity at SNRrms = 100. Thus, DTW could be applied without expected
complications. Strip widths of [32, 22, 12, 8, 6, 4, 2] px were used
for a total of seven iterations, and the initial slicing direction was set
in the y-direction. As can be seen in Fig. 13, DTW was able to mea-
sure velocity fields with standard deviations of less than 10% from
the mean velocity. For time-series A, the average velocities were
0 px/frame in the x-direction and 15 px/frame in the y-direction.
For time-series B, the average velocities were 0 px/frame in the x-
direction and 17 px/frame in the y-direction. These results generally
agree with the CCTDE estimates and supports the hypothesis that
the previous non-zero velocities in the x-direction were indeed due
to the barber pole illusion.

CCTDE was re-run for both time-series A and B while vary-
ing Δℓ from 15 px to 20 px in 1 px increments. For time-series A,
the velocity in the y-direction with the highest correlation remained
unchanged at 15 px/frame. For time-series B, the velocity in the y-
direction with the highest correlation was 17 px/frame. By utilizing
both velocimetry methods and cross-checking results, reliable veloc-
ity field inferences were obtained for both time-series A and B. The
fluctuations in both time-series were found to have no significant
velocity in the x-direction. The velocity in the y-direction for time-
series A was found to be 15 ± 0.5 px/frame and the velocity in the
y-direction for time-series B was found to be 17 ± 0.5 px/frame.

FIG. 13. Example DTW velocity field inferences of time-series B. Velocity in the x-direction averaged out to zero and velocity in the y-direction averaged to 17 px/frame.
Color bars centered on the averages. All velocity fields were measured with a standard deviation of <10% from the average. (a) DTW-inferred velocity field in the x-direction.
(b) DTW-inferred velocity field in the y-direction.
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Uncertainties were defined as the half-step size in Δℓ for the final
CCTDE inferences. Prescribed velocities were recovered from the
metadata at this point, which found y-velocities of 15 px/frame and
17 px/frame for time-series A and B, respectively. The velocity in the
x-direction was 0 px/frame in both cases.

In this section, it was shown how fluctuation parameters were
used to set the operational parameters of CCTDE, and they accu-
rately predicted spurious velocities due to the barber pole illusion.
The direction of the CCTDE-inferred velocity fields was then used
to set the slicing direction in the DTW analysis. By cross-checking
results from both techniques and refining the CCTDE inferences,
consistent results between the two techniques were found. It is
emphasized here that the methods can complement each other and
should be used together to produce reliable results.

VII. DISCUSSION AND CONCLUSIONS
Two common image velocimetry techniques, CCTDE and

DTW, were tested extensively to quantify the dependencies of their
accuracy and precision on key parameters in the underlying fields.
Synthetic data were used to represent a range of fluctuation struc-
tures observed in turbulence diagnostics, namely, ranging from
isolated density fluctuation structures to fully developed turbu-
lent density fields. Additionally, specific scenarios were investigated,
such as the barber pole illusion, sheared velocity fields, and variation
of the number of spatial channels. It was shown in Secs. III and IV
that the accuracy of both techniques can exhibit strongly nonlin-
ear behavior. It is therefore ill-advised to extrapolate results from
any such tests, including previous literature, beyond the investigated
parameter range. Nevertheless, the scope of this paper covers the
typical data parameters for most plasma turbulence diagnostics.

Decorrelation effects were not imposed on the synthetic data.
For DTW, this is not thought to be an issue unless the decorrelation
timescale is comparable to the diagnostic measurement frequency,
which is the realm where any velocimetry method is doomed to
fail anyway. CCTDE can be more strongly affected by decorrela-
tion effects, especially if Δℓ is increased. Nevertheless, decorrela-
tion effects can often be mitigated by analyzing the decorrelation
timescale, as discussed in Ref. 10.

This study only investigates velocities pointing in the orthog-
onal directions, thus preventing the investigation of, for example,
rotational flows. However, the impact of such flows on two-point
CCTDE and DTW is likely limited. If rotational flows are spatially
larger than the spatial resolution, CCTDE will be unaffected. If rota-
tions are smaller, the diagnostic will not record them anyway. It
should also be noted that some more elaborate CCTDE methods can
infer diagonal velocities.16 It has been shown previously that DTW
can perform accurately with rotational velocity fields.15

It was found that CCTDE’s accuracy strongly depends on the
underlying velocity, which can unknowingly introduce inaccuracies
if not carefully considered. A number of options that address this
issue were discussed in Sec. III E.

The signal-to-noise ratio and density fluctuation spatial scale
did not have a significant impact on CCTDE accuracy in the majority
of cases. Precision loss due to noise could mostly be counteracted via
filtering.

The length of the time-series could be reduced down to 32
frames without significant impact on the CCTDE accuracy. This rep-

resents an inference frequency, which is an order of magnitude faster
compared to the typical ≥256 frames.

Spurious CCTDE velocities due to the barber pole illusion were
quantified and could largely be avoided through a simple analysis
before velocimetry. This complication, which is highly prevalent in
plasma turbulence studies, could previously not be circumvented
without extensive additional analysis.24

The accuracy of DTW, with 128 × 128 channel images, was
not strongly dependent on the spatial size of the fluctuations or the
underlying velocity. Noise was detrimental to accuracy, but these
effects could largely be counteracted via spatial smoothing of the
images. Sheared flows were detrimental to accuracy, and a thresh-
old in the maximum shear was observed. These tests confirmed the
expected result that DTW is typically a reliable technique for such
high-spatial-resolution images. A major caveat with DTW is that
the direction of the underlying velocity field must be known prior to
analysis. The flow direction is used to set the initial slicing direction
of DTW, which results in complete failure of the velocimetry if set
incorrectly.

A more challenging test for DTW was to observe its perfor-
mance when the number of spatial channels is reduced. In this
regime, it was found that the accuracy and precision were strongly
reduced in images with 16 × 16 channels or fewer. Additionally,
noise had a strongly enhanced detrimental effect on the method pre-
cision and accuracy. Through averaging consecutive measurements,
accurate velocity fields could be recovered in 8 × 8 channel images
with SNRrms = 2. This shows that DTW can confidently be applied
to high-time-resolution plasma diagnostics, such as beam emission
spectroscopy;11 it is crucial to check with the results in this paper
that accurate velocity results can be inferred. No spurious veloci-
ties due to the barber pole illusion were observed using DTW at
Δk ≥ 0.3ky0.

In conclusion, the accuracy and precision of both CCTDE and
DTW were quantified under a broad range of conditions. Improve-
ments on multiple fronts were made to the operational range of
both techniques. It was found that two of CCTDE’s main draw-
backs were as follows: the velocimetry accuracy can depend strongly
on the magnitude of the underlying velocity and CCTDE is prone
to spurious inferences due to the barber pole illusion. Conversely,
DTW accuracy was found to strongly depend on the direction of the
underlying velocity and the number of spatial channels in the data.
Notably, DTW was much more robust against spurious inferences
due to the barber pole illusion. In general, it is recommended that
both CCTDE and DTW can be used in conjunction with each other
for accurate velocity field inferences. To this end, a basic example
workflow was presented, which utilizes both techniques and should
significantly improve confidence in velocity estimates.
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The conversion factor between SNRblob and SNRrms for IDF
data is shown in Fig. 14.
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