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ABSTRACT

Nonlinear simulations are carried out for the microtearing mode using particle-based df gyrokinetic simulations for parameters relevant to
spherical tokamaks. The present study finds that the microtearing mode can generate significant electron heat flux, which is predominantly
carried out by the electromagnetic component of the heat flux with a negligible contribution from the electrostatic component. The mode
sustains without the electrostatic component. We observe that the electron heat flux increases with the electron temperature gradient. The
heat flux exhibits a very weak dependence on the collisions. It increases with electron b initially; however, at very high b, the electron heat
flux is reduced.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5141353

I. INTRODUCTION

In recent years, the research on the microtearing mode
(MTM)1–32 in tokamaks has gained renewed interest as a source of
heat loss via the electron channel. The advancement of experimental
diagnostics and development of comprehensive simulation models
aided by the availability of high-performance computation facility
have made possible a thorough analysis of the MTM experimentally
and numerically.19,23,24,29,31 This mode is driven by the electron
temperature gradient in the presence of magnetic fluctuations and can
produce strong heat flux in the electron channel.33–47 The overlapping
of current layers on the mode rational surfaces and the electrons mov-
ing along the magnetic fields in the presence of the radial temperature
gradient, thus, dumps a lot of energy out of the system.36,37,40 The
mode structure for the electrostatic potential / exhibits odd parity,
and the electromagnetic potential Ak exhibits even parity. This feature
is one of the many characteristics that is used to identify an MTM
compared to other drift modes52 such as ion temperature gradient
mode (ITG),53–55 trapped electron mode (TEM),56–58 short wave-
length ion temperature gradient mode (SWITG),59–62 universal drift
mode,63,64 electron temperature gradient (ETG) mode,65,66 and kinetic
ballooning mode (KBM).49,78 However, one has to be careful while
using parity as a tool to identify the MTM because, in the steep gradi-
ent region, in tokamaks ITG, ETG, TEM, etc., modes can also exhibit
tearing parity.50 The occurrence of the MTM is now predicted in all
variants of tokamaks, ranging from conventional tokamaks, such as

DIII-D,11,47 Alcator-C,48 JET,23,24,29 ASDEX-U,5,7,12,19 and JIPPT-
IIU,22 to spherical tokamaks, such as MAST1,2,4,14,15 and
NSTX.3,8–10,13,16 The reverse field pinch machine such as RFX-mod6,17

can also give rise to the microtearing modes. The significance of this
mode lies in the fact that while increasing b (ratio of kinetic to mag-
netic pressure, 2l0nT=B

2) appears to debilitate some of the instabil-
ities, e.g., ITG, it destabilizes the microtearing mode, like the KBM.
Similarly, the collisions can reduce the growth of some drift modes
like TEM by releasing trapped particles to passing particles. In con-
trast, microtearing modes are found to be destabilized by the presence
of collisions under certain conditions. As the fusion community is
seeking to build machines with higher and higher b and temperature
in order to achieve fusion grade plasmas, the microtearing mode can
still pose a challenge in achieving such a goal. The microtearing mode
is particularly critical for the spherical tokamaks. Spherical tokamaks
are another variant of the tokamak, which are compact in design, offer
higher b by maintaining higher pressure at a given magnetic field, and
are economically cheaper compared to the conventional one.67 The
electron transport is observed to be comparatively stronger in these
machines. Owing to high collisionality and high b, the microtearing
mode might be a plausible candidate for the observed electron heat
loss compared to other modes such as the electron temperature gradi-
ent mode or trapped electron mode. Several numerical studies relevant
to the experimental parameters show that the MTMs can also survive
even in the absence of collisions.6,17,20,21 Interestingly, MTMs are also
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predicted to exist before the onset of the edge localized modes19 and
can exist even in the zero collisional limit.20,21 The electrostatic com-
ponent of the perturbation can be stabilizing or destabilizing depend-
ing upon the value of safety factor q.7,12 The electrostatic component is
shown to have little effect on MTM,15 whereas it is found to be
strongly destabilizing in some other studies.4,51 Similarly, the equilib-
rium EXB shear appears to strongly suppress the turbulence,10 but it
does not have a substantial effect in the parameter regime considered
in Ref. 7. The theories of microtearing mode predict the velocity
dependence of collision frequency for the microtearing mode to be
unstable;36,38–42 however, gyrokinetic analysis shows that the velocity
dependence might not be important for the instability in toroidal
geometry.4,51 The magnetic drifts, which were missed in earlier theo-
ries, instead, are shown to play a critical role in causing the MTMs to
be unstable.4,20,21

The study of instabilities in the Hmode pedestal and understand-
ing of the trigger mechanism of edge localized mode (ELM) are neces-
sary, as H-mode is considered to be a favorite operating regime in
fusion devices. Of late, a lot of research has been carried out on the
pedestal,23,24,29,31 which suggests that the KBM, though still important
for pedestal physics, cannot be the sole candidate for producing edge
transport. Nonlinear gyrokinetic calculations of the JET-ILW pedestal
reveal that the experimental level of transport can be driven by MTM
alone, where KBM is found to be in the second stability regime.23,24

Adding neoclassical and electron temperature gradient driven trans-
port, it was shown that MTM can reproduce the experimental power
balance across most of the pedestal. The use of a novel concept of
“fingerprints” showed that microtearing modes along with ETG are
more likely candidates for inducing anomalous transport in the H-
mode pedestal.31 This fact is further supported by the magnetic fluctu-
ation measurements in experiments68 (A greater detail on numerical
and experimental investigations of MTM in the tokamak pedestal can
be found in Ref. 31). More importantly, MTMs are found to be less
susceptible to EXB shear suppression, which is strong in the pedestal
region. Therefore, this renders MTM a more likely candidate that can
exist in the pedestal regime and drive transport. The MTM instability
is localized around a narrow region near the mode rational surface,
and the fluctuations are mostly magnetic because of which, the effect
of shearing is weaker.31,69 Thus, there is a growing consensus that the
energy transport in the H-mode pedestal is due to the presence of
robust MTMs, which can also be the precursor to edge localized
modes. More research studies spanning different flavors of fusion
devices and simulation methods are required to enhance the knowl-
edge base. The present work aims to contribute to these continuing
investigations of MTM in the H-mode pedestal by using a different
tool of gyrokinetic simulations, namely, the PIC method, and for a dif-
ferent type of fusion machine, namely, the spherical tokamak. There
have been many linear gyrokinetic studies of MTM on the pedestal of
the spherical tokamak, for example, Refs. 15 and 16. However, the
nonlinear properties of MTM in the pedestal region of spherical toka-
maks are yet to be explored. At the same time, more and more PIC
gyrokinetic codes are moving toward developing electromagnetic
capabilities, but so far, there are not many nonlinear PIC simulations
for the MTMs. This is partly due to the complexity pertaining to the
kinetic electron physics and high b algorithm issues and partly due to
the computational cost involved. Thus, this study is perhaps the first
nonlinear PIC gyrokinetic simulations for pedestal parameters relevant

to spherical tokamaks. Thus, the motivation of the present study is
twofold: First, carry out nonlinear PIC simulation for microtearing
modes, and second, contribute to the ongoing investigations23,24,29,31

on MTM in the H-mode pedestal by undertaking a case relevant to
the spherical tokamak pedestal. Nonlinear properties of the MTM for
the spherical tokamak pedestal are hitherto not well known. For this
purpose, we use a particle-in-cell gyrokinetic code GEM70,71 that has
been extensively used to simulate both electrostatic72–75 and electro-
magnetic76,77 modes including kinetic ballooning mode, kinetic peel-
ing ballooning mode,78 and n ¼ 1; m ¼ 2 tearing mode.79,80 This
code is extensively benchmarked with other gyrokinetic codes for dif-
ferent parameter regimes.81–84 We carry out a detailed investigation of
the nonlinear electron heat flux of the microtearing mode and its
dependence upon various factors such as the electron temperature gra-
dient, electron b, collisions, and EXB shear for pedestal parameters of
the spherical tokamak. These factors are considered to be critical for
the microtearing mode both linearly and nonlinearly. In our study, we
observe that the nonlinear electron heat flux increases with the elec-
tron temperature gradient. It increases with increasing electron b
when b is low. However, at very high b, the electron heat flux appears
to be reduced. We also observe that the nonlinear electron heat flux
has a very weak dependence on the collision frequency. The equilib-
rium EXB shear has a limited effect on suppressing the electron heat
flux. The mode survives and can generate substantial electron heat
flux without the electrostatic perturbations. The interesting feature of
the nonlinear simulations is that the major fraction of electron heat
flux is contributed by the electromagnetic perturbations. This paper is
organized as follows. Section II delineates a brief introduction of the
simulation model GEM and presents the parameters used in the pre-
sent study. Section III presents several convergence tests with respect
to important numerical parameters. In Sec. IV, the important physics
results are presented. Finally, the results are summarized in Sec. V.

II. THE df GYROKINETIC SIMULATION MODEL

The present study is carried out using a df simulation code
GEM.70,71 The GEM code is based on the Particle in Cell method
where the 5D gyrokinetic equation is solved in the Lagrangian frame.
In the PIC method, marker particles are used to sample, the phase
space and the orbits of which are evolved in 5D phase space. The
charge and current density that are required to solve the Poisson and
Ampère equation are calculated from the marker particles.85 The fast
parallel motion of the electrons imposes an upper limit on the time
steps so that the Courant condition is satisfied. An adjustable split
weight scheme is implemented in GEM, which allows us to use larger
time steps. In this scheme, a portion of the adiabatic fraction of the
perturbed distribution function is calculated separately. In the electro-
magnetic gyrokinetic formulation, the equation of motion requires
calculating @Ak=@t, which incurs numerical instability with explicit
schemes. In order to avoid calculating this term, the coordinate vk is
replaced by introducing the canonical momentum pk ¼ vk þ q

m Ak.
Although this method allows one to avoid calculating @Ak=@t, the
transformation from vk to pk, however, introduces a large current
term in Ampère’s equation. This current term is not physical and
should be canceled by the currents carried by the marker particles and
weights in the simulation. Any inexact cancelation may lead to inaccu-
racy as well as numerical instability in certain cases. The cancelation of
the large current term in Ampère’s equation in GEM is achieved by
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suitably discretizing this current term in the same manner as the cur-
rent from marker particles. This facilitates better cancelation of the
large current term in Ampère’s equation. GEM takes into account full
gyrokinetic ions and drift kinetic electrons. A hybrid version with fluid
electrons and gyrokinetic ions is also available and used to study low n
modes and energetic particle physics. The physics modules include
collisions, equilibrium flow, arbitrary shaped tokamak equilibrium,
and impurity and energetic particle physics.

It is to be noted that the GEM code implements the field line fol-
lowing coordinates. The microinstabilities are typically aligned along
the magnetic field in a tokamak with kk � k?. To take this advantage,
the field line following coordinate system is used. The field line follow-
ing coordinates are defined as follows:

x ¼ r � r0; y ¼ r0
q0

ðh

0
dhq̂ðr; hÞ � f

 !
; z ¼ q0R0h;

where ðr; h; fÞ are the toroidal coordinates and R0 and r0 are the
major radius at the magnetic axis and the minor radius at the center of
the simulations box. Also, q0 is the safety factor at location r0 and
q̂ðr; hÞ ¼ B � rf=B � rh. This implies that ðx; yÞ coordinates label
the field line, while the z coordinate is along the field line. Finally, the
particle motion is described by _x ¼~vG � rx; _y ¼~vG � ry, and
_z ¼~vG � rz. Here,~vG ¼ vks~b þ vd þ vE is the guiding center velocity
and vd and vE are the magnetic and EXB drifts, respectively.
The expression for total heat flux including both electrostatic and elec-
tromagnetic components is given by Qtot ¼

Ð
d3vdf 1

2mv2

ðvE þ vk
dBk
B Þ � rx, while the heat flux with the electromagnetic com-

ponent only is calculated as QEMonly ¼
Ð
d3vdf 1

2mv2ðvk
dBk
B Þ � rx. The

GEM code can be run for both local and global simulations. In the pre-
sent study, we use the local (flux tube) version of GEM. The collisions
in the simulations affect electrons only and are incorporated using the
Monte Carlo technique. After each time step, a random change in
the pitch angle is imparted. The average change in the pitch angle of
the colliding particles is determined by two quantities: collision fre-
quency and time step.

The parameters for the present study correspond to the NSTX-
like spherical tokamak parameters.16 The physical parameters used
for this study are given below: q� ¼ 0:00705, aspect ratio 1.36,

r=a ¼ 0:93, elongation j ¼ 1:64 with dj=dr ¼ 0, triangularity d
¼ 0:40 with dd=dr¼0, safety factor q0¼7:94, shear ŝ¼ r=qðdq=drÞ
¼7:63; s¼Te=Ti¼1:5, R=LTi¼�R=TiðdTi=drÞ¼4:83; R=Lne
¼�R=neðdne=drÞ¼0:92, R=LTe¼�R=TeðdTe=drÞ¼7:74, electron
beta be¼2l0neTe=B2¼0:017, collision frequency �eiðcs=aÞ ¼5:58,
and EXB shearing rate cEXBðcs=aÞ¼0:039. To reduce the cost of the
simulations, we do not consider any impurities.

III. CONVERGENCE TESTS FOR NONLINEAR RUNS

In this section, we present convergence studies with respect to
various numerical parameters. Note that these simulations are
extremely expensive in terms of computational resources, and there-
fore, we restrict ourselves to only a few numbers of nonlinear
simulations.

A. Convergence with respect to the time step

Nonlinear simulation of microtearing mode requires very small
time steps compared to the hydrogen ion gyroperiod here, with respect
to GEM. This is partly because of the fast electron parallel motion as a
result of using kinetic electron physics and partly because of the higher
collisionality (compared to collisions in the core of a tokamak) for the
parameters used in the simulations. For multimode simulations, for
the high kk components, the condition kkve�t � 1 requires to be
maintained, which demands very small time steps. Also, the average
change in the pitch angle is proportional to the collision frequency
times �t, which calls for a smaller �t, when collision frequency is
very high, which is the case in the present study. In the following, Fig.
1 depicts the electron heat flux Qe and ion heat flux Qi, normalized by
nuTuvu with respect to time for different time steps. Here, nu, Tu, and
vu are the normalization constants for density, temperature, and veloc-
ity, respectively. We consider four different time steps as follows:

�tXu ¼ 1:0; 0:75; 0:50; 0:25;

where the time is normalized with proton gyrofrequency Xu. It is clear
from the figures that the simulations are unstable for time steps
�tXu ¼ 0:75 and greater. However, for time steps �tXu ¼ 0:50 and
�tXu ¼ 0:25, the difference in the mean heat flux in the nonlinear
steady state is only 10%. In the subsequent simulations, we consider

FIG. 1. Normalized electron (left) and ion (right) heat flux with respect to time for different values of dt, the time step size.
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the time step to be �tXu ¼ 0:5, unless mentioned otherwise. It is clear
from the figure that ion heat flux is about two orders of magnitude
smaller compared to the electron heat flux and, therefore, negligible.
Therefore, we shall focus only on the electron heat flux driven by the
MTM in the present work.

B. Convergence with respect to particle numbers

The number of marker particles in a cell plays a vital role in the
particle simulations, as it also represents the velocity space resolution.
Therefore, it is essential to test if the number of particles per cell is suf-
ficient for robust simulation. In Fig. 2, we show the normalized elec-
tron heat flux for different numbers of particles per cell including both
ions and electrons. The mean electron heat flux for the case with a
total number of 256 marker particles per cell differs by around 12%
when compared to the case with a total number of 512 marker par-
ticles per cell. Therefore, in all the subsequent simulations, we consider
the number of marker particles per cell to be 256.

C. Convergence with respect to the radial resolution

In Fig. 3, the electron heat fluxes are depicted with respect to
time for different radial resolutions. The radial domain is fixed at
lx ¼ 0:3a, where a is the minor radius, while the number of radial grid
points is increased to nx ¼ 64 128 and 256. For the latter two cases,
the heat flux differs by around 20%. All the simulations presented in
Sec. IV correspond to the resolution nx¼ 256.

Based on the above discussed convergence studies, we reiterate
here that all the simulations in Sec. IV consider 256� 64� 64 grid
points in the x; y, and z directions, respectively. The simulations con-
sider a total number of 256 marker particles per cell. The time step
considered in the simulations is dtXu ¼ 0:5. The heat flux is normal-
ized with nuTuvu, where nu, Tu, and vu ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Tu=mp

p
are the normaliz-

ing values for temperature, density, and velocity and mp is the proton
mass. Note that nu ¼ 4:6� 1019=m3; Tu ¼ 1:0 keV. The bar over Qe

in Sec. IV represents the mean value with respect to the time and cor-
responds to the time average in the nonlinear steady state typically
between the time window tXu ¼ 4000 and the end of the
simulations.

IV. RESULTS AND DISCUSSION

In this section, we present and discuss the dependence of the
microtearing mode on various equilibrium parameters, such as the
electron temperature gradient, electron b, collisions, and equilibrium
EXB shear. We also present a pure electromagnetic microtearing
mode. The contribution of the electromagnetic and electrostatic com-
ponents of the heat flux is also estimated.

A. Snapshots of potentials in the nonlinear phase

Figure 4 presents the contour plots of the electromagnetic poten-
tial of the MTM in the nonlinear phase. The left panel shows the snap-
shot for Ak in the nonlinear phase in the xy plane, and the right panel
shows the snapshot for Ak in the nonlinear phase in the xz plane. Note
that Ak is normalized by Tu=evu, where e is the electron charge.
Similarly, Fig. 5 presents the electrostatic potential / in the xy and xz
planes in the nonlinear phase in the left panel and in the right panel,
respectively. Note that / is normalized by Tu=e.

B. Dependence of the MTM on the electron
temperature gradient

The free energy source for the microtearing mode is the electron
temperature gradient, which gives it a drift mode character. In the
presence of electromagnetic perturbation, electrons moving parallel to
the magnetic field line also displace in the radial direction. When there
exists an electron temperature gradient across the magnetic field, it
imparts a thermal force parallel to the magnetic field. This thermal
force along the field increases the current perturbation and conse-
quently enhances the electromagnetic perturbation, thus giving rise to
MTM instability.4–10 This thermal force is proportional to the electron

FIG. 2. Normalized electron heat flux with respect to time for different numbers of
particles per cell.

FIG. 3. Normalized electron heat flux with respect to time for different radial
resolutions.
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temperature gradient. Therefore, one expects that the instability
growth rate and electron heat loss strongly depend upon the electron
temperature gradient. However, it is to be noted that these theories are
based on simple geometries and without the effect of magnetic drifts.
Recent theories25,32 indicate that the magnetic drifts and magnetic
shear curvature effects can be important for the microtearing mode. In
Fig. 6, we plot the mean nonlinear electron heat flux with respect to
R=LTe, which is a measure of the strength of the electron temperature
gradient as R=LTe ¼ �R dlnTe=dx. Therefore, increasing R=LTe indi-
cates an increasing electron temperature gradient or steeper electron
temperature profile. It is clear from the figure that with the increasing
electron temperature gradient, the electron heat flux increases. This is
consistent with previous numerical simulations.7,10,12,13,20

C. Dependence on electron b

The MTM becomes unstable only when b, which is the ratio of
the kinetic pressure to the magnetic pressure, is above a critical value.

Once this threshold value is overcome, the growth rate and consequent
electron heat flux of the mode increase with a further increase in b. In
order to study the effect of b on the nonlinear electron heat flux, we
carry out several nonlinear simulations with the increasing value of
electron b. The mean electron heat flux for different values of electron
b is shown in Fig. 7(a). Note that be is varied consistent with the equi-
librium. It is apparent from the figure that the electron heat flux
increases with electron b for lower values of b. The increase in the b
value increases the Ak fluctuation through Ampère’s equation, which,
in turn, increases the electron heat flux. However, it is observed that
the electron heat flux does not increase in a monotonic manner with
electron b or electromagnetic perturbation despite MTM being an
electromagnetic mode. With an increase in be, the electron heat flux
increases initially, but, at higher values of be, the electron heat flux
starts to decrease. An explanation for this behavior can be offered fol-
lowing previous theoretical studies. For higher toroidal mode num-
bers, the tearing parameter �

0 is negative. Therefore, for MTM to
become unstable, one requires a finite amount of rTe. However, the

FIG. 4. Snapshots of Akxy and Akxz in the nonlinear phase. Note that Ak is normalized by Tu=evu.

FIG. 5. Snapshots of /xy and /xz in the nonlinear phase. Note that / is normalized by Tu=e.
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MTM is the result of the competition between the destabilization pro-
duced by the electron temperature gradient and stabilization produced
by the magnetic energy, which increases with field line bending.37,38,40

Therefore, at very high b, for a givenrTe, the MTM is weakened due
to the stabilizing effect from the field line bending, and hence, the elec-
tron heat flux is reduced. In order to investigate whether this is a non-
linear effect or not, we have calculated the linear growth rates for the
same equilibrium parameters and plot these in Fig. 7(b) as a function
of be. We observe the same trend in the linear regime as well, which
shows that the growth rates of the MTM initially increase with increas-
ing be for smaller values and then growth rates decrease with a further
increase in be. However, this trend might not be observed in the toka-
mak experiments given the fact that such a roll over occurs at a very
high be and tokamaks may not be operating at such high values of b.
It is to be noted that this observation reminds the second stability
regime observed in the case of KBM with increasing b. While such a
transition to the second stability regime for the KBM can occur at
both low and high magnetic shears, the magnetic shear considered in

the present case is high. A more detailed study is required in this
regard.

Also, it would be interesting to understand the effect of higher b
and roll over in heat flux using advanced analytical theories.25,28,32

Such an analytical study and comparison with simulation results will
be carried out in a future work using simple geometry and parameters.

D. Effect of equilibrium EXB shearing

The MTM is found to be less susceptible to the EXB shearing31,69

owing to the fact that they are localized to a narrow region and the tur-
bulence for MTM is mostly from magnetic fluctuations. This makes
MTMs have more robust instability in the pedestal region where the
EXB effect is strong. In this section, we investigate the impact of the
EXB shearing rate on the MTM turbulence. The results are shown in
Fig. 8(a). The mean heat flux is plotted with respect to the EXB shear-
ing rate cEXB normalized by cs=a, where cs is the ion sound speed and
a is the minor radius. It is clear from the figure that the EXB shearing
rate does not have a strong effect on the electron heat flux. In order to
further analyze and understand this observation, we carry out linear
simulations for the same equilibrium parameters. We calculate growth
rates of the MTM corresponding to different toroidal mode numbers
and plot the same in Fig. 8(b). In the same plot, we also show the value
of the baseline EXB shearing rate. It is evident from the figure that the
linear growth rates of the modes are much stronger than the shearing
rate, that is, c� cEXB. This perhaps explains the observation of the
weak effect of EXB shearing on the nonlinear heat flux level.

E. Dependence on collisions

Previous theories36,38–42 underlined the importance of collisions
and their velocity dependence for the MTM to be unstable. Therefore,
it is usually expected that the MTM grows with increasing collisions,
leading to higher electron heat fluxes. While this is observed in some
of the gyrokinetic studies4,7,10,12 showing the nonmonotonic depen-
dence of the MTM on collisions, there are also reports where the
MTM is observed to be independent of collisions15,51 and exists even
when there are no collisions at all.6,20,21 More specifically, the linear
MTM is observed to be weakly dependent on collision frequency for

FIG. 6. Electron heat flux with different values of R=LTe .

FIG. 7. Left panel: electron heat flux with different values of be; right panel: linear growth rates with different values of be.
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pedestal parameters relevant to the spherical tokamak.15,51 Therefore,
it is interesting to explore the effect of collisions on the MTM turbu-
lence and the resultant nonlinear heat flux. In view of this, we carry
out nonlinear simulations for the microtearing mode by varying the
collision frequency and calculating the mean electron heat flux. This is
shown in Fig. 9, where normalized electron heat fluxes are plotted
against the collision frequency �e in units of cs=a, where cs is the ion
sound speed and a is the minor radius. Note that the collisions here
are electron-ion collisions only and they are modeled as pitch angle
scattering. Interestingly, we observe that the nonlinear electron heat
flux is virtually independent of collision frequency. This is perhaps the
first nonlinear simulation of microtearing mode, which shows the
weak dependence of the electron heat flux on collisions, although there
are several linear studies6,15,20,21,51 showing the independence of the
MTM growth rates with respect to the collision frequency. The inde-
pendence of the electron heat flux with respect to the collision fre-
quency may be explained on the basis that in toroidal device, the role

of magnetic drift and trapped particles becomes more impor-
tant6,15,20,32 for MTM than the collision frequency.

F. Importance of the electrostatic potential /

In the present study, we remove the electrostatic / component of
the perturbation and carry out a nonlinear simulation retaining only Ak
perturbation in order to evaluate the role of electrostatic potential. This
is shown in Fig. 10(a) plotted with the simulation that retains both /
and Ak perturbations. It is clear from the figure that the electrostatic
component increases the electron heat flux slightly in the nonlinear
steady state. For the case with /, however, the simulation quickly grows
in the linear phase and enters the nonlinear phase faster than the case
without /. This is in conformity with the linear results shown in Fig.
10(b) where the growth rates corresponding to modes with different
toroidal mode numbers are plotted with and without including /. It is
clear from the linear analysis that the linear growth rates are found to
increase in the presence of the electrostatic perturbations and also con-
sistent with the analytical predictions.32,38 Thus, it is interesting to note
that although / might have a stronger destabilizing effect linearly, in
the nonlinear phase, it contributes little to the total heat flux. The slight
reduction in the heat flux without / is consistent with Fig. 11 in Sec.
IVG, where the red line is with the total heat flux comprising both EM
and electrostatic components and the blue curve is without the electro-
static component. Compared to heat flux from the EM component only
in Fig. 11, we found that the heat flux with the pure EM case of Fig. 10
is slightly lower, which means that the reduction in the heat flux in the
latter case might partly be coming from the lower magnetic potential.

G. Comparison of relative contribution
of electromagnetic and electrostatic
perturbation to the total electron heat flux

In the present study, we estimate the contribution of the electro-
magnetic component of the electron heat flux to the overall electron
heat flux. For this purpose, we plot the total electron heat flux (red
curve) along with the electromagnetic component (blue curve) of the
electron heat flux in Fig. 11. It is clear from the figure that the

FIG. 8. Left panel: electron heat flux with respect to the normalized EXB shearing rate; right panel: linear growth rates for different toroidal mode numbers and comparison with
the EXB shearing rate.

FIG. 9. Electron heat flux with different values of collision frequency �e.
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electromagnetic heat flux is almost equal to the total electron heat flux.
This means that the majority of total electron heat flux comes from
the electromagnetic component of the heat flux with little contribution
from the electrostatic component. This observation is in conformity
with other nonlinear studies10,13,24 also, where the significant portion
of the electron heat flux is shown to be contributed by the electromag-
netic component.

V. SUMMARY

In this paper, we present detailed linear and nonlinear simulation
studies of the microtearing mode for parameters relevant to the edge
of the spherical tokamak using a PIC based gyrokinetic code GEM.
Some interesting nonlinear characteristics of the microtearing mode
are observed. The ion heat flux is negligibly small for the nonlinear
microtearing mode compared to the electron heat flux, which is a
signature of the MTM.10,24 The electron heat flux increases with the
increase in the electron temperature gradient. The source of free

energy for the MTM is the electron temperature gradient. Therefore,
the instability becomes stronger with the increasing electron tempera-
ture gradient, which, in turn, enhances the nonlinear turbulence and
the resultant electron heat flux. We observe that the electron heat flux
changes nonmonotonically with respect to the increase in the electron
b. The electron heat flux increases with increasing b initially for lower
values of b; however, at very high b, the heat flux is found to be
reduced. Although a clear understanding is lacking at this moment,
however, simpler analytical theories suggest that the field line bending
effect might be stronger at higher b. A more detailed investigation is
required to confirm this. Starting with simple geometries and parame-
ters and comparison with simpler theories might shed light on this
effect. This will be pursued in a future work. We find that for the
parameters considered, the microtearing mode generated electron heat
flux is virtually independent of collision frequency. As suggested in
earlier numerical simulations and theoretical studies, curved magnetic
shear, magnetic drift, trapped particles, etc., which are dominant
effects in the edge of the tokamak, might be more important for the
mode than the collisions.4,15,20,25,32 The electrostatic potential is found
to increase the electron heat flux only slightly when compared to
MTM simulations without including / perturbations in the simula-
tion. We also observe that the electron heat flux is mostly contributed
by the electromagnetic component, implying that the electrostatic
component has very little contribution to the total electron heat flux.
This is a characteristic of the microtearing mode observed also in ear-
lier numerical simulations.10,24 We finally conclude that a more
detailed comparison with analytical theories would be required to
understand the physics mechanism starting from a simpler geometry
and parameters. Such a study will be carried out in a future work.
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FIG. 10. Left panel: electron heat flux with (green curve) and without (red curve) electrostatic potential /; right panel: linear growth rates calculated for different modes with
and without electrostatic potential /.

FIG. 11. Total electron heat flux (red curve) and only electromagnetic (blue curve)
electron heat flux.
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