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Understanding magnetic-field generation and amplification in tur-
bulent plasma is essential to account for observations of magnetic
fields in the universe. A theoretical framework attributing the ori-
gin and sustainment of these fields to the so-called fluctuation
dynamo was recently validated by experiments on laser facilities
in low-magnetic-Prandtl-number plasmas (Pm < 1). However, the
same framework proposes that the fluctuation dynamo should
operate differently when Pm & 1, the regime relevant to many
astrophysical environments such as the intracluster medium of
galaxy clusters. This paper reports an experiment that creates a
laboratory Pm & 1 plasma dynamo. We provide a time-resolved
characterization of the plasma’s evolution, measuring tempera-
tures, densities, flow velocities, and magnetic fields, which allows
us to explore various stages of the fluctuation dynamo’s oper-
ation on seed magnetic fields generated by the action of the
Biermann-battery mechanism during the initial drive-laser target
interaction. The magnetic energy in structures with characteris-
tic scales close to the driving scale of the stochastic motions is
found to increase by almost three orders of magnitude and sat-
urate dynamically. It is shown that the initial growth of these
fields occurs at a much greater rate than the turnover rate of
the driving-scale stochastic motions. Our results point to the pos-
sibility that plasma turbulence produced by strong shear can
generate fields more efficiently at the driving scale than antici-
pated by idealized magnetohydrodynamics (MHD) simulations of
the nonhelical fluctuation dynamo; this finding could help explain
the large-scale fields inferred from observations of astrophysical
systems.

magnetic fields | fluctuation dynamo | laboratory astrophysics

Cosmic magnetic fields play a dynamically important role in
a myriad of astrophysical environments (1, 2). Understand-

ing how these fields attained such strengths is a long-standing
question in astrophysics (3). Most physical processes thought to
generate seed magnetic fields in initially unmagnetized plasma,
such as the Biermann battery mechanism (4), predict field-
strength values in astrophysical settings that are far smaller
than those observed (5, 6), necessitating the existence of some
mechanism for amplifying fields and maintaining them at their
observed magnitudes (7, 8). One possible mechanism is the fluc-
tuation dynamo, whereby stochastic motions of plasma lead to
stretching, twisting, and folding of magnetic-field lines (9, 10).
In this dynamo, fields are amplified exponentially until their
strength comes into approximate equipartition with the fluid
kinetic energy, saturating growth.

The fluctuation dynamo is best understood in the context of
resistive magnetohydrodynamics (MHD) due to both analyti-
cal calculations (11–14) and simulations (15–25). In resistive

MHD, the fluctuation dynamo can operate only if the magnetic
Reynolds number Rm≡ uLL/η—where L is the length scale
of driving stochastic motions, u` the characteristic velocity of
motions at a given scale `, and η the resistivity of the plasma—
is above some critical threshold, Rmc (26). The precise value of
this threshold depends on the magnetic Prandtl number Pm of
the plasma (21, 27, 28), defined by Pm≡Rm/Re = ν/η (where
Re≡ uLL/ν is the fluid Reynolds number and ν is the kinematic
viscosity), as well as the Mach number and driving mechanism of
the stochastic motions (29). If this threshold is surpassed, then
any initially dynamically insignificant magnetic field is amplified
and most rapidly so near the resistive scale `η�L (for Pm� 1,
`η ∼ η/u`η ; for Pm& 1, `η ∼ η/u`ν ). The nature of this ampli-
fication depends on Pm, because Pm determines the relative
magnitudes of `η and the viscous scale `ν ∼ ν/u`ν and thereby
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whether the stochastic fluid motions driving dynamo action are
smooth or chaotic (27). The Pm� 1 regime is relevant to stel-
lar and planetary dynamos, while the Pm& 1 regime is pertinent
to hot, diffuse plasmas such as many astrophysical disks or the
intracluster medium (ICM) (10).

A fundamental question about the character of the fluctuation
dynamo in resistive MHD concerns the rate of magnetic-field
growth at a given scale. When the growing field is dynamically
insignificant, its spectrum is peaked near the resistive scale (11,
14); magnetic fluctuations at this scale grow exponentially, at a
rate proportional to the characteristic turnover rate γ`ν ∼ u`ν/`ν
of motions at the viscous scale (for Pm& 1). For Kolmogorov
turbulence, γ`ν greatly exceeds the characteristic turnover rate
γL∼ uL/L of the driving-scale stochastic motions. Once the mag-
netic energy at resistive scales becomes comparable to the kinetic
energy at the viscous scale, MHD simulations indicate that the
magnetic-energy spectrum changes, with the total energy con-
tinuing to grow—albeit secularly rather than exponentially—and
the peak wavenumber moving to scales larger than the resis-
tive scale (19, 23, 30). Whether the peak wavenumber ultimately
moves to the driving scale of the motions depends on Pm: Pre-
vious simulations of the Pm∼ 1 dynamo (with nonhelical flow)
suggest that in the saturated state of the dynamo the peak
wavenumber is a factor of a few larger than the driving wavenum-
ber (22, 31), while for Pm� 1 an excess of energy remains near
the resistive scale (19). Thus, while simulations of the fluctuation
dynamo show that magnetic fields can be amplified very quickly
at the resistive scale, dynamically significant fields on the driving
scales develop only after many driving-scale eddy turnover times
or possibly not at all.

With dynamo experiments now possible, we have a method for
exploring both the requirements for and the properties of the
fluctuation dynamo. Until recently, experimental investigations
of plasma dynamos were limited by the practical difficulty of real-
izing sufficiently large values of Rm in the laboratory (32–35).
However, a recent laser-plasma experiment (36, 37) carried out
on the Omega Laser Facility (38) demonstrated the feasibility of
the fluctuation dynamo in a turbulent plasma at Pm< 0.5. In that
experiment, a region of turbulent plasma was created by colliding
two laser-plasma jets that had first passed through offset grids.
The state of this region was characterized, and the magnetic
Reynolds number Rm≈ 600 was above the necessary thresh-
old for the onset of the fluctuation dynamo in MHD. Magnetic
fields were measured using both polarimetry and proton imaging,
and the magnetic-energy density in the turbulent plasma a few
turnover times after collision was found to be several orders of
magnitude larger than that present during the turbulent region’s
formation. Most significantly, this magnetic-energy density was
a finite fraction of the turbulent kinetic-energy density, a key
signature of the saturated fluctuation dynamo.

In this paper, we report experiments on the Omega Laser Facil-
ity that employ a redesigned version of the platform described
in ref. 37 to create a laboratory Pm& 1 fluctuation dynamo. As
before, we used three-dimensional radiation-MHD simulations
with FLASH (39, 40) to design and interpret the experiments—
see SI Appendix for details. By carrying out multiple identical
experiments, we are also able to provide a time-resolved charac-
terization of this plasma dynamo’s evolution by measuring spa-
tially averaged electron and ion temperatures, densities, flow
velocities, and magnetic fields with a time resolution smaller than
the turnover time of the plasma’s driving-scale stochastic motions.
Such a characterization is an important advance over our pre-
vious experiment on the Omega Laser Facility, which did not
measure the growth rate of magnetic fields. Finally, the concerted
analysis of the experimental data in tandem with the simulation
results enabled a thorough assessment of the dynamo mechanism
realized in our experiment.

Experimental Design
The experimental platform employed for the experiment (see
Fig. 1 for a schematic of the experimental target) generates a

Fig. 1. Experimental setup: an annotated photograph of a target used in
our experiment. The laser-beam–driven foils are composed of CH plastic
(i.e., 50% carbon, 50% hydrogen by atom number) and are 3 mm in diam-
eter and 50 µm in thickness; attached to the front sides of each foil are
230-µm thick, 3-mm diameter annular “washers,” also composed of CH
plastic, with a 400-µm central hole. The separation between the two oppos-
ing foils is 8 mm. The shields (which prevent direct interaction between
the front- and rear-side blow-off plasmas) are also CH plastic. CH plastic
cans attach polyimide grids to the foils; the grids themselves are 250 µm
thick, with a 3-mm diameter, 300-µm holes, and 100-µm wires. The holes
in the opposing grids are chosen to be offset (bottom right); grid A has a
hole located at its center, while grid B has crossing rods. Ten 500-J drive
beams (individual pulse length 1 ns) with 351-nm wavelength and 800-µm
focal spot size were applied to each foil, configured to deliver a 10-ns stag-
gered flat pulse shape with a total energy per foil of 5 kJ. The orientation
of the Thomson scattering (TS) beam is denoted, as well as the cylindrical
scattering volume and collection direction. A D3He capsule is attached to
the target for the proton-imaging diagnostic (see Materials and Methods
for details): Fusion protons are generated by the capsule’s implosion, pass
between the target grids, and are detected via a CR-39 pack positioned as
shown. For ease of reference between figures, we have defined an (x, y, z)
Cartesian coordinate system with axes as shown, whose origin is at the
target’s center.

turbulent plasma in the following manner: Ten long-pulse laser
beams illuminate two opposing CH foils, creating counterprop-
agating supersonic plasma jets. These jets then pass through
offset grids before colliding at the experimental target’s center.
On collision, the jets coalesce, forming an “interaction region”
of plasma (demarcated by two shocks) whose density and tem-
perature are significantly greater than those of either jet. The
inhomogeneity and asymmetry of the initial plasma-jet density
and flow profiles give rise to significant shearing motions in
the interaction region; this facilitates Kelvin–Helmholtz (KH)
instabilities over a range of length scales, and thus significant
stochasticity emerges in the flow profile as the interaction region
develops. In contrast to the initial jet motion, stochastic motions
in the interaction region are subsonic, because of their reduced
characteristic speeds and the higher temperature of the plasma
in the interaction-region (a result of compressive heating). At a
given instant, we characterize this plasma using various exper-
imental diagnostics: X-ray imaging for investigating the spatial
distribution of the plasma in the interaction-region plasma (Mea-
suring Turbulence: Self-Emission X-Ray Imaging), optical Thom-
son scattering for measuring the plasma properties (Measuring
Plasma Parameters: Thomson Scattering Diagnostic), and pro-
ton imaging for quantifying magnetic fields (Measuring Magnetic
Fields: Proton-Imaging Diagnostic).

2 of 12 | PNAS
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Despite some similarities with the previous experiment on the
Omega Laser Facility investigating dynamo processes (37), the
design of the present experiment was different in a key regard.
To realize a larger Pm, chlorine dopants previously introduced
into the CH foils to enhance X-ray emissivity of the plasma were
removed. Their presence in even moderate quantities was found
to reduce initial plasma-jet velocities, cool the plasma radiatively,
and increase the effective ion charge; all three effects in com-
bination reduced Pm significantly. We also made a number of
other improvements to the target’s design. The thickness of the
grid wires was decreased to 100 µm, while the hole width was
kept at 300 µm (Fig. 1, bottom right). This change was made to
deliver more kinetic energy to the interaction region and reduce
the inhomogeneity of the interaction region’s global morphology
arising from the asymmetry of the grids. Finally, rod supports
connecting the grids to the CH foils were removed and the grids
instead attached via CH “cans” (Fig. 1). This alteration provided
both the X-ray framing camera and proton-imaging diagnos-
tics with unobstructed views of the interaction region. Further
discussion of these target modifications is given in ref. 41.

We also changed somewhat our methodology for diagnosing
the plasma state. Instead of employing the Thomson-scattering
diagnostic to measure polarization (as was done in ref. 37), we
used it to measure the spectra of high-frequency fluctuations (the
electron-plasma-wave [EPW] feature) as well as low-frequency
fluctuations (the ion-acoustic-wave [IAW] feature) concurrently.
Furthermore, instead of the previous setup that measured the
scattering spectrum in a small volume during a 1-ns time window,
we employed a spatially resolved, 1-ns time-integrated setup that
measured the plasma parameters in a cylindrical region passing
through the grids’ midpoint, with length 1.5 mm and a 50-µm2

cross-sectional area (Fig. 1). This enabled us to measure simul-
taneously the values of a number of plasma parameters charac-
terizing the interaction-region plasma: mean electron number
density n̄e , fluctuating electron number density ∆ne , electron
temperature Te , ion temperature Ti , inflow velocity ūin, and
small-scale stochastic velocity ∆u . Removing polarimetry from

Fig. 2. X-ray self-emission prior to and at formation of the interaction
region. The featured sequence of X-ray images is taken on different exper-
imental shots. The first three images (A–C) are adjusted to have the same
color map, normalized to the maximum pixel count (56 counts) of C; the
final image (D) is normalized to its own maximum pixel count. We note that
the absence of noise in D is due to the much higher signal-to-noise ratio. To
aid interpretation of the images, a projection of the target is superimposed
in dark gray on each image. The respective timings (in nanoseconds) of the
images after drive-beam laser-pulse initiation are (A) 23.0 ns, (B) 24.5 ns, (C)
26.0 ns, and (D) 27.5 ns.

this experiment did not inhibit our ability to measure magnetic
fields, because we had previously validated the accuracy of such
measurements obtained using proton imaging (42).

To characterize the growth of the magnetic fields in our
experiment with the requisite time resolution, we began to col-
lect data prior to collision and continued to do so at 1.5-ns
intervals (on different experimental shots). This time interval
was correctly anticipated to be less than half of the turnover
time of driving-scale eddies (∼4 ns), based on FLASH simu-
lations that were validated by our earlier experiment (36, 37).
Detailed specifications of the X-ray framing camera diagnos-
tic, the Thomson-scattering diagnostic, and the proton-imaging
diagnostic are given in Materials and Methods.

Measurements
Measuring Turbulence: Self-Emission X-Ray Imaging. With the fixed
X-ray framing camera’s bias employed in our experiment (Mate-
rials and Methods), we find that for times .25 ns, self-emitted
X-rays from the individual plasma jets are barely detectable
(Fig. 2 A and B). However, around 26 ns after the onset of the
driving laser pulses, a region of emission situated approximately
halfway between the grids emerges (Fig. 2C). By 27.5 ns, the total
intensity of the region is significantly higher (Fig. 2D). We con-
clude that the two plasma flows collide and form the interaction
region at around 26 ns. Subsequent to the formation of the inter-
action region, the size of the region of bright emission increases
both in the direction parallel to the “line of centers” (that is, to
the line connecting the midpoints of grid A and grid B) and per-
pendicular to it (Fig. 3). Emission peaks 3 ns after the interaction
region’s coalescence, before decaying away at later times (Fig. 3,
Left column). Random fluctuations in the detected X-ray inten-
sity across the emitting region appear concurrently with the peak
emission (Fig. 3, Center Left column) and subsequently become
clearly noticeable by eye.

To distinguish fluctuations in emission from global inho-
mogeneities in the total self-emission from the interaction-
region plasma, we construct relative X-ray intensity maps based
on experimentally derived mean emission profiles (a techni-
cal description of how these profiles are derived is given in SI
Appendix). The mean emission profiles calculated for the X-ray
images shown in Fig. 3, Left column are given in Fig. 3, Center
Right column and the corresponding relative-intensity images are
presented in Fig. 3, Right column.

Quantitative analysis of the X-ray images can be carried out by
noting that the plasma jets are fully ionized even prior to collision
(Te ≈ 180 eV), and so X-ray emission from the plasma during the
interaction is dominated by free-free bremsstrahlung. Assuming
a thermal distribution of particles, the bremsstrahlung spectral
density εffω for a CH plasma is given by (43)

εffω = 1.1× 10−38Zeffn
2
eT
−1/2
e exp

(
− ~ω
kBTe

)̄
gff erg·cm−3,

[1]

where Zeff = (Z 2
C +Z 2

H)/(ZC +ZH) is the effective ion charge
seen by electrons (ZH and ZC being the charges of hydrogen
and carbon ions, respectively), ω the frequency of radiation,
kB Boltzmann’s constant, and ḡff the velocity-averaged Gaunt
factor. Since the interaction-region plasma is optically thin to
X-rays detected by the framing camera, the measured (optical)
intensity I on the charge-coupled-device (CCD) camera satis-
fies I ∝

∫
ds
∫

dω εffωR̂(ω), where the integral is performed along
the line of sight, and R̂(ω) is a function incorporating the (rela-
tive) frequency-dependent responses of both the X-ray camera
filter and the microchannel plate (MCP) (SI Appendix, Fig. S1).
Substituting Eq. 1 into this proportionality relation, we find
I = I (ne ,Te)∝

∫
ds n2

e f̂ (Te), where

f̂ (Te) =
Â

T
−1/2
e

∫
dω R̂(ω) exp

(
− ~ω
kBTe

)
, [2]
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Fig. 3. The interaction-region plasma’s evolution: self-
emission X-ray images of the interaction-region plasma.
Each image was recorded at the indicated time in a dif-
ferent experimental shot. (Left column) Absolute X-ray
intensity images, normalized to a maximum count value
of 1,050 (the maximum count value associated with the
interaction-region plasma in any of the images). (Center
Left column) X-ray intensity images normalized by the
maximum pixel value in the image. (Center Right col-
umn) Mean emission profiles calculated from the Left
column. The boundary denoted in red in each image is
that used to calculate the two-dimensional (2D) Gaus-
sian window function discussed in the main text and the
gray-scale map is the same as in Left column images.
(Right column) Relative X-ray intensity map calculated
from the mean emission profile. Fluctuations with a
positive value with respect to the mean intensity are
denoted in blue and negative values are in red, with max-
imum and minimum values set at ±100% of the mean
value. Self-emission images for the FLASH simulations, as
well as mean emission profiles and relative X-ray inten-
sity maps associated with those images, are shown in
SI Appendix, Fig. S15.

and Â is a normalization constant. The function f̂ (Te) is
plotted in SI Appendix, Fig. S1B; its key property is that for
temperatures ∼300–500 eV (the characteristic temperature of
the plasma just after interaction-region formation) (Measuring
Plasma Parameters: Thomson-Scattering Diagnostic), the mea-
sured X-ray intensity is only weakly dependent on temperature.
However, the X-ray intensity is a sensitive function of the elec-
tron number density: In short, our X-ray images essentially
provide electron-density measurements.

This conclusion is significant for several reasons. First, the full-
width half-maximum (FWHM) of the emitting region can be
used as a reasonable measure of the width ln of the interaction
region, on account of its increased density compared to either jet.
Determining this width is essential for extracting magnetic-field
estimates from the proton-imaging diagnostic (Measuring Mag-
netic Fields: Proton-Imaging Diagnostic). Fig. 4A illustrates how
this measurement is carried out in practice: We consider three
vertically averaged lineouts of the mean emission profile, calcu-
late the FWHMs of these lineouts, and then estimate the error of
the measurement from the standard error of the FWHMs. The
mean emission profile is marginally more robust than the origi-
nal X-ray image for calculating ln because fluctuations distort the
measured maximum value of the vertically averaged profile. The
resulting values of ln are shown in Fig. 4C, in blue. Following an
initial decrease in value immediately after the two plasma flows
collide to form the interaction region, ln increases steadily over
time.

Second, relative fluctuations δI in X-ray intensity (such as
those shown in Fig. 4B) are closely correlated with fluctu-
ations δne of electron density; indeed, for intensity fluctua-
tions that are small compared to the mean intensity Ī , δI /Ī ≈
2/ln⊥

∫
ds δne/n̄e , where ln⊥ is the perpendicular extent of the

interaction region (and we have assumed that δTe/T̄e . δne/n̄e ,

which is justified by the small Péclet number of the interaction-
region plasma: Pe≈ 0.2). The root-mean square (rms) of the
relative X-ray fluctuations therefore provides a simple mea-
sure of the onset of stochasticity in the interaction region.
The increase in relative X-ray fluctuation magnitude (δI /Ī )rms

shown in Fig. 4C (in red) illustrates that significant fluctuations
develop in a 5-ns interval following formation of the interaction
region, after which their magnitude saturates at a finite frac-
tion of the mean X-ray intensity of the region: δI . 0.3Ī . Under
the additional assumption that density fluctuations are statisti-
cally isotropic and homogeneous (see SI Appendix, Fig. S16 for
a justification of this) and therefore contribute to the line-of-
sight integral as a random walk provided many fluctuations are
sampled, we find δne/n̄e . (ln⊥/Lint,n)1/2δI /2Ī , where Lint,n

is the integral scale of the density fluctuations in the plasma.
Taking ln⊥. 0.3 cm and Lint,n ≈L≈ 0.04 cm (corresponding
to the grid periodicity), we deduce that δne/n̄e . 0.5. Thus, it
follows that density fluctuations are not large compared to the
mean density and thus the stochastic motions of the plasma
are subsonic.

Third, under the same statistical assumptions, the power
spectrum of the path-integrated density fluctuations derived
from the X-ray intensity fluctuations can be directly related to
the power spectrum of the density fluctuations (44). Because
fluctuating density in a subsonic plasma behaves as a pas-
sive scalar (45), this in turn allows for the measurement of
the velocity power spectrum (37). The result of such a cal-
culation applied to Fig. 4B is shown in Fig. 4D: The spec-
trum extends across the full range of resolved wavenum-
bers and, for characteristic wavenumbers 2π/L. k < kres =
127 mm−1, the spectral slope is consistent with the Kol-
mogorov power law, as expected for a turbulent, subsonic
plasma (46).
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Measuring Plasma Parameters: Thomson-Scattering Diagnostic. For
experimental times approximately coincidental with the collision
of the two plasma flows, and just after, clear scattering spectra
at both low and high frequencies were obtained. Unprocessed
IAW and EPW features for a sample time close to the formation
of the interaction region are shown in Fig. 5 A and B, respec-
tively; the complete dataset used for these results is given in SI
Appendix, Fig. S2. Measurements of the bulk plasma parame-
ters listed in Experimental Design were then derived at a given
position by fitting the spectral density function (Materials and
Methods). We averaged the parameters obtained from fits at each
position over the complete spatial extent of the observed IAW
and EPW features. The time evolution of the physical param-
eters was obtained by repeating the experiment and firing the
Thomson-scattering diagnostic at different times with respect to
the activation of the drive beam.

The evolution of the average electron and ion temperatures
in the Thomson-scattering volume is shown in Fig. 5C, den-
sity in Fig. 5D, and bulk and turbulent velocities in Fig. 5E. At
24 ns, the characteristic electron and ion temperatures were Te ≈
Ti ≈ 180 eV, the characteristic flow speed ūin≈ 260 km · s−1,
and the mean electron number density n̄e ≈ 2.5× 1019 cm−3.
These values are similar to those previously obtained for a sin-
gle plasma jet (37), a finding consistent with the observation
from the X-ray imaging diagnostic that the two plasma flows
have not yet collided to form the interaction-region plasma at
this time (Fig. 2). By contrast, 1.5 ns later the electron and ion
temperatures were found to be much higher than their jet prec-
ollision values: Te ≈Ti ≈ 450 eV. The measured mean electron
number density also increased to n̄e ≈ 8× 1019 cm−3. In fact, a

Fig. 4. Characterizing the interaction-region plasma using X-ray imag-
ing. (A) Mean emission profile of an X-ray image, recorded 33.5 ns after
drive-beam pulse initiation, shown with regions used to calculate average
one-dimensional (1D) parallel profiles. One such profile, along with the half-
maximum value, is also depicted. (B) Relative X-ray intensity map associated
with mean emission profile given in A. (C) rms of relative X-ray fluctuations
(in red) and the width of the interaction region ln over time (in blue). The
behavior of both quantities in the FLASH simulations is also shown (red/blue
curves). The dashed portion of the curves corresponds to times when the
interaction-region plasma is not yet fully collisional and so the simulations
are not yet formally valid (SI Appendix). To determine an error of the rms
fluctuation measurement, the rms values of fluctuations in images recorded
at the same time are employed. (D) The 1D power spectrum of the relative
density fluctuations (red line), calculated from the relative X-ray intensity
map given in B. The error on the spectrum (pink patch) is determined using
the power spectrum of B and the power spectrum of the relative X-ray inten-
sity map derived from the perturbed X-ray image at 33.5 ns equivalent to B
(cf. SI Appendix, Fig. S7).

range of densities was observed, with ∆ne ≈ 2× 1019 cm−3, sug-
gesting chaotic motions. For a measured characteristic sound
speed of cs ≈ 220 km · s−1, this range of densities implies small-
scale stochastic velocities ∆u ≈ 55 km · s−1 (Materials and Meth-
ods). Assuming Kolmogorov scaling for the random small-scale
motions—as is consistent with the spectrum in Fig. 4D—the
characteristic velocity u` at scale ` satisfies u`∼ urms(`/L)1/3.
Because the dominant contribution to ∆u arises from stochas-
tic motions with scale comparable to the Thomson-scattering
cross-section width lTS≈ 50µm, we conclude that ∆u ≈ ulTS ,
and so urms≈ 110 km · s−1.

In the 3-ns interval subsequent to the two plasma flows collid-
ing to form the interaction region, the ion temperature increased
above the electron temperature (Ti ≈ 600 eV), before both fell
to lower values (Te ≈Ti ≈ 400 eV). The mean electron number
density increased monotonically over the same interval, with a
final measured value of n̄e ≈ 1.8× 1020 cm−3. The relative mag-
nitude of density fluctuations remained the same (∆ne/n̄e ≈
0.25) over the interval.

At later times, no EPW feature was observed and the IAW
feature manifested itself erratically (SI Appendix, Fig. S3). We
believe that this was due to the increased density of the interac-
tion region (as well as substantial density gradients) resulting in
significant refraction of the Thomson-scattering probe beam. We
were therefore unable to measure n̄e or ∆ne for times &30 ns
using the Thomson-scattering diagnostic. A reasonable estimate
of n̄e can still be obtained, however, using the X-ray framing
camera diagnostic. More specifically, assuming that the X-ray
emission from the plasma is dominated by bremsstrahlung, we
can estimate the mean electron number density n̄e(t1) at time
t1 in terms of the mean electron number density n̄e(t2) at time
t2 via the following relationship: n̄e(t1)≈ n̄e(t2)[Ī (t1)/Ī (t2)]1/2,
where Ī (t) is the mean measured intensity on the CCD at time
t . Thus, assuming a reference value for n̄e(t2) at t2 = 29.0 ns
(derived via linear interpolation from the Thomson-scattering
density measurements), we obtain the evolution profile shown
in Fig. 5D. The results imply that the density continues to rise for
∼2 ns after the final Thomson-scattering measurement of den-
sity is obtained, reaching a peak value n̄e ≈ 2.4× 1020 cm−3 at
t = 30 ns before falling slightly at later times.

We were still able to use the IAW feature to measure the bulk
flow velocity and the electron temperature in some spatial loca-
tions at later times. The bulk flow velocity was found to drop to
∼100 km·s−1 at 30 ns. At 37.5 ns a similar value was obtained but
with a reversed sign; this is possibly due to the Thomson-scattering
diagnostic measuring the inflow velocity at a position displaced
from the line of centers, which could have an opposite velocity.
The electron temperature measured by the Thomson-scattering
diagnostic remained∼400 eV at later times. However, this is due
to heating of the interaction region by the Thomson-scattering
beam, which is significant at later times because of the high den-
sities and reduced temperatures. We discuss this effect at greater
length in SI Appendix with the aid of FLASH simulations.

Measuring Magnetic Fields: Proton-Imaging Diagnostic. The 15.0-
MeV proton images for our experiment are presented as a time
sequence in the top two rows of Fig. 6. The proton image before
the formation of the interaction-region plasma (Fig. 6, 24.2 ns)
shows little structure at the center of the grids, which is consis-
tent with the absence of significant magnetic fields. Around the
time when the interaction region forms, a moderate diminution
of the proton flux is observed in a central region between the
grids (Fig. 6, 25.7 ns), with characteristic magnitude Ψ similar
to the mean proton flux Ψ0: |Ψ−Ψ0|. 0.3Ψ0. In contrast, in
all subsequent proton images (beginning at t & 27.2 ns), order-
unity variations in the proton flux are measured (|Ψ−Ψ0|&Ψ0)
whose structure and position are (at least partially) stochastic—
see Fig. 6, 27.2 ns, for an example. This is consistent with a
dramatic change in the morphology and strength of the magnetic
field.
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Further analysis can be performed by reconstructing directly
from the measured proton image the (perpendicular) path-
integrated field experienced by the imaging proton beam—
quantities that are related via a well-known relation (47, 48).
Provided the gradients in the magnetic-field strength are not

A B

C D

E F

Fig. 5. Time evolution of interaction-region plasma parameters. (A) Low-
frequency, spatially resolved spectrum (IAW feature) obtained at 27.2
ns. A sample spectral fit (for the white highlighted region) is shown in
Inset. (B) High-frequency, spatially resolved spectrum (EPW feature) and
spectral fit (Inset) obtained on the same shot. (C) Evolution of elec-
tron and ion temperatures over time in the Thomson-scattering volume.
The experimental values for the electron (blue) and ion (red) tempera-
tures are shown as time intervals with vertical error bars. All values are
determined as described in the main text; errors for each time are deter-
mined by regarding each spatially resolved measurement as a sample of
the mean temperature value for the interaction region, with the uncer-
tainty on each sample determined by the fit sensitivity. The results of
the FLASH simulations (SI Appendix) for the electron temperature are
shown as blue diamonds and those for the ion temperature as red circles.
(D) Evolution of mean electron density n̄e (blue) and the fluctuating
density ∆ne (red) with time in the interaction region. Also shown are
experimental values of n̄e derived from the self-emission X-ray images
(open blue circles). The error bars are calculated in the same man-
ner as for the temperature. The blue curve shows the results of the
FLASH simulations. (E) Evolution of bulk flow speed ūin (blue), sound
speed cs (red), and turbulent velocity urms (black) with time in the
Thomson-scattering volume. Errors are calculated in the same way as
those for the temperature. Also shown are the results of the FLASH sim-
ulations for the bulk flow speed (blue curve), turbulent velocity (black
curve), and sound speed (red diamonds). (F) Evolution of the (bulk)
fluid Reynolds number Rein≡ ūinL/ν (red) and magnetic Reynolds num-
ber Rmin≡ ūinL/η (blue) over time. The kinematic viscosity ν and resistivity
ν are calculated using the formulas given in SI Appendix, Table S2. The
input plasma state variables are the experimentally determined values in
the Thomson-scattering volume and L = 400 µm; at later times (30 and 37.5
ns), Rein is instead calculated using an extrapolated density derived from
the X-ray measurements and assuming Ti = Te. Errors are calculated in the
same way as those for the temperature. Also shown are the results of the
FLASH simulations for Rein and Rmin (red/blue diamonds).

so large as to cause the proton beam to self-intersect before
arriving at the detector, this relation leads to an equation of
Monge–Ampère type, the unique inversion of which is a well-
posed mathematical problem (49) and for which an efficient
inversion algorithm exists (48) (we refer to this algorithm as the
“field-reconstruction algorithm”). The results of applying this
algorithm to the proton images shown in Fig. 6 are presented
in Fig. 6. The strength and morphology of the reconstructed
path-integrated fields after the jet collision are quite different
from those at collision, with peak values reaching ∼8 kG·cm
(as opposed to ∼1 kG·cm at collision) and randomly orientated
filamentary structures evident.

With the path-integrated magnetic field having thus been
determined, the correct method of estimating the characteristic
magnetic-field strength depends on the field structure. The path-
integrated field structures evident at early times (i.e., Fig. 7A)
are nonstochastic. We therefore follow a standard method for
analyzing proton images of nonstochastic magnetic fields (50)
and consider parameterized models of known three-dimensional
magnetic-field structures. To motivate a relevant model for our
experimental data, we invoke the expected physical origin of
the early-time magnetic fields in the interaction-region plasma:
the action of the Biermann battery during the interaction of the
drive-beam lasers with the target’s foils. This process generates
azimuthal magnetic fields in the plane perpendicular to the tar-
get’s line of centers that are opposite in sign for the two foils
(51). These fields are then advected by the two counterpropagat-
ing plasma flows toward the midpoint between the two foils. We
therefore consider two “cocoon” structures with magnetic fields
of opposite sign, with their symmetry axis parallel to the line of
centers.

A simple parameterized model for a double-cocoon configu-
ration considered in ref. 52 takes the form

B =
√

2e

[
B+

maxe
− (z+`c)2

b2 +B−maxe
− (z−`c)2

b2

]
r

a
e
− r2

a2 eφ , [3]

where (r ,φ, z ) is a cylindrical coordinate system with symme-
try axis z , B+

max is the maximum magnetic-field strength of the
cocoon centered at z =−`c < 0, B−max is the maximum magnetic-
field strength of the cocoon centered at z = `c > 0, a the char-
acteristic perpendicular size of both cocoons, b their charac-
teristic parallel size, and eφ the azimuthal unit vector. It can
be shown (SI Appendix) that, if a & b, then the path-integrated
magnetic field associated with the double-cocoon configuration,
when viewed at the θ= 55◦ angle with respect to its symmetry
axis, as was done in our experiment (Materials and Methods),
is orientated predominantly perpendicularly to the direction of
the line of centers projected onto the proton image, and its
strength varies predominantly in the parallel direction (viz., the
path-integrated field is quasi-1D). Both of these findings are
consistent with the observed structure at the point of maximum
path-integrated field (Fig. 7B), validating our choice of model.

Having obtained a quasi-1D model for the path-integrated
magnetic field (which has four free parameters: B+

maxb, B−maxb,
a , and `c—see SI Appendix), we compare it with a lineout across
the strongest path-integrated magnetic-field structure (Fig. 7B).
Fig. 7C shows the lineout, as well as the model with an optimized
fit: B+

maxb =−0.31± 0.02 kG·cm, B−maxb = 0.20± 0.02 kG·cm,
a = 270± 19µm, and `c = 131± 9µm (here the errors in the
model parameters correspond to the 95% confidence inter-
vals). The agreement of the model with these parameters is
reasonable, with an adjusted R-squared value of 0.97. Further
validation is provided in SI Appendix, Fig. S9. The parameter-
ized magnetic-field model itself has an additional free parameter
b to be determined; this is done by assuming that the entire
magnetic-field configuration is contained inside the interaction-
region plasma, and so b = `n/2≈ 0.01 cm. The double-cocoon
configuration for this choice of b is shown in Fig. 7D. The mean
magnetic-field strength associated with the double-cocoon con-
figuration can then be shown to be ∼6 kG. This magnetic-field
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structure and its strength are reproduced successfully by FLASH
simulations, although significant small-scale fields are also seen
in the simulations that were not detected experimentally (SI
Appendix, Fig. S11).

For the stochastic path-integrated magnetic fields that emerge
after the jet collision (due to the interaction of the initial seed
fields with stochastic fluid motions), a different approach is
required: We assume statistically isotropic, homogeneous, tan-
gled magnetic fields in the interaction-region plasma (an assump-
tion verified in SI Appendix, Fig. S10), which in turn allows for the
unique extraction of the rms magnetic-field strength Brms via the
formula

B2
rms =

2

πlp

∫
dk kEpath(k), [4]

where lp is the path length of the protons through the interac-
tion region, and Epath(k) is the 1D spectrum of a given path-
integrated field under normalization condition

∫
dk Epath(k) =

(
∫

d2x B⊥)2
rms (48). We estimate lp at a given time using our

measurements of the average interaction-region width ln derived
from the X-ray imaging diagnostic, combined with the known
angle θp ≈ 55◦ of the proton beam through the interaction region
with respect to the line of centers (Materials and Methods): It
follows that lp ≈ ln/ cos θp ≈ 1.7ln . We can then calculate the
characteristic correlation length `B of the stochastic magnetic
field via

`B =
1

`pB2
rms

∫
dk Epath(k) [5]

and determine the complete magnetic-energy spectrum EB (k)
from Epath(k) via

EB (k) =
1

4π2`p
kEpath(k). [6]

However, we caution that due to the likely presence of strong,
small-scale magnetic fields leading to self-intersection of the
imaging beam, the power spectrum at wavenumbers k &π`−1

B
determined via Eq. 6 is not a faithful representation of the true
magnetic-energy spectrum (48). We therefore focus on measur-
ing Brms and `B . We consider the three fixed regions of the
path-integrated magnetic-field images introduced in Fig. 7A and
calculate Brms and `B for those regions.

The mean values of Brms and `B arising from each path-
integrated field image (and the errors on those measurements)
for the full time sequence of path-integrated field images (Fig. 6)
are shown in Fig. 8A. Brms jumps significantly in a 1.5-ns interval
subsequent to collision, reaching a peak value ∼120 kG, before
decaying somewhat, to around ∼70 kG. The correlation length
has characteristic value `B ≈ 0.01 cm for all measured times,
except at 38 ns. The FLASH simulations, which give similar val-
ues for the magnetic-field strength, give a smaller value for the
correlation length (`B ≈ 0.004 cm), a discrepancy discussed in
Interpretation of Results.

We can also calculate reasonable upper and lower bounds of
the maximum magnetic-field strength realized in the stochas-
tic field, via two different methods. For the lower bound,
we note that the kurtosis of the path-integrated magnetic
field will always be smaller than the kurtosis of the actual
magnetic field. Therefore, the ratio between the maximum
path-integrated field and the rms path-integrated field will
always be smaller than the equivalent ratio for the magnetic
field: In other words, a reasonable lower bound is Bmax,l =
Brms(

∫
d2x B⊥)max/(

∫
d2x B⊥)rms. The upper bound is derived

by assuming that the maximum measured path-integrated mag-
netic field is obtained when the imaging protons cross just a
single magnetic structure: Bmax,u = (

∫
d2x B⊥)max/`B . These

bounds are shown in Fig. 8A. At the time corresponding to
maximal Brms, we find 310 kG<Bmax < 810 kG.

Interpretation of Results
We conclude that our experimental platform does produce a
plasma that manifests stochastic motion across a range of scales.
Despite some uncertainty about the late-time physical proper-
ties of the turbulent plasma, there exists a 4-ns time interval that
starts from the formation of the interaction region and during
which the plasma state can be thoroughly characterized by our
experimental diagnostics. In this interval, we find that the plasma
is fairly well described as classical and collisional (λe ≈ 10µm,
λCC≈ 0.6µm, λHC≈ 16µm, where λe , λCC, and λHC are the
electron, carbon–carbon, and hydrogen–carbon mean free paths,
respectively), so its transport coefficients can be estimated (SI
Appendix) using collisional transport theory (53–55). Momen-
tum transport in the plasma is dominated by hydrogen ions, on
account of their long mean free path compared to carbon ions
(56, 57), while heat transport is dominated by electrons.

The time history of the fluid Reynolds number Rein = ūinL/ν
and the magnetic Reynolds number Rmin = ūinL/η in our
experiment (which are defined here using the inflow velocity
ūin to enable comparisons between the states of the plasma
both before and after the two plasma flows collide to form
the interaction-region plasma) is shown in Fig. 5F. Prior to
the collision of the plasma flows, Rein = (1.2± 0.6)× 103, which
exceeds Rmin = 210± 60. However, after the formation of the
interaction-region plasma, the rapid collisional shock heating of
both ions and electrons simultaneously decreases the resistiv-
ity and enhances the viscosity, leading to the opposite ordering
of dimensionless numbers: Rein = 280± 180 and Rmin = 890±
220, so Pm = Rmin/Rein = 3.1± 2.0. The characteristic velocity
urms of stochastic motions is smaller than the in-flow velocity,
and thus the fluid Reynolds number Re = urmsL/ν and magnetic
Reynolds number Rm = urmsL/η of the driving-scale stochastic
motions are somewhat smaller than Rein and Rmin: Re = 150±
110 and Rm≈ 450± 220. We observe that at such Re, turbu-
lence is not “fully developed” in the asymptotic sense. However,
this is not necessary for the fluctuation dynamo to operate: The
fluid motions need only be stochastic (19). Pm remains order
unity for t . 30 ns; since the turnover time τL of the largest
stochastic motions is τL =L/urms≈ 4 ns, we conclude that the
experimental platform does indeed produce a region of plasma
with Pm& 1, which survives longer than the timescale on which
the largest-scale stochastic motions decorrelate.

We have measured the magnetic field’s evolution with time
in the interaction-region plasma and found that field strengths
are amplified 10-fold from their initial values during the 4-ns
time window after collision. Having measured both the mag-
netic field and dynamical properties of the interaction-region
plasma, we can compare the time history of the turbulent and
magnetic energy densities (Fig. 8B). When the interaction-region
plasma initially coalesces, the turbulent kinetic energy density
εturb≡ ρu2

rms/2 = (1.7± 1.4)× 1010 erg/cm3 is many orders of
magnitude larger than the average magnetic-energy density asso-
ciated with seed Biermann fields [εB =B2/8π= (1.2± 1.0)×
106 erg/cm3], implying that the latter is not dynamically sig-
nificant. However, 1.5 ns later, the relative magnitude of the
magnetic energy is significantly larger: εB/εturb = 0.015± 0.012.
Furthermore, the FLASH simulations of our experiment—which
successfully reproduce the evolution of hydrodynamic variables
and exhibit dynamo action that results in similar energy ratios—
indicate that the magnetic field at the end of the 4-ns time
window is dynamically significant in at least some locations in
the plasma (SI Appendix, Fig. S21). We therefore claim to have
demonstrated the operation of a fluctuation dynamo in a Pm& 1
plasma.

We can use the experimental data to infer the exponential
growth rate γ that would be consistent with the observed evolu-
tion of the magnetic-field strength. Noting its value both at colli-
sion (Bt=25.7 ns≈ 6 kG) and 1.5 ns later (Bt=27.2 ns≈ 86 kG), we
find γ& 6.7 log(Bt=27.2 ns/Bt=25.7 ns)× 108 s−1 = (1.8± 0.4)×
109 s−1≈ 4–12urms/L. This growth is more efficient than that
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Fig. 6. The 15.0-MeV proton images of interaction-region
plasma at different times (Top two rows), and correspond-
ing path-integrated magnetic fields extracted from the images
(Bottom two rows). Each proton image is approximately 300×
300 pixels, with an effective pixel size of 12 µm; by compari-
son, the proton-source size is ∼40 µm. To prevent confusion,
all images are presented with the magnification removed. The
grid outline evident on the bottom left of each image is grid
A, and the top-right grid is grid B. The mean proton flux Ψ0

per pixel in these images is∼50 protons per pixel. Bottom two
rows show the magnitude of the path-integrated perpendic-
ular magnetic field, extracted using the field-reconstruction
algorithm. The method for applying the field-reconstruction
algorithm is as follows: We first select a region of the pro-
ton image to analyze; this region is chosen to be as large as
possible, within the requirements of staying inside the region
of high detected proton flux between the grids, maintaining
an approximately rectangular shape, and choosing a bound-
ary that does not intersect regions with high proton flux.
We then embed the cropped region of proton flux inside
a larger rectangular region, whose size is chosen to be as
small as possible while still containing the former region. Val-
ues of proton flux are then systematically assigned to pixels
outside the cropped region: These values are calculated by lin-
early interpolating between the nearest actual pixel value and
the mean flux of the cropped region of protons. The result-
ing image is then subjected to a Gaussian high-pass filter,
with scale 0.1 cm. This image is then processed with the field-
reconstruction algorithm. Subsequent to convergence of the
algorithm, the path-integrated field is retained only for pixels
inside the original cropped region, with other values removed
via a Gaussian window function. These steps are all necessary
to prevent systemic errors affecting the algorithm (48).

predicted by periodic-box MHD simulations of the Pm≈ 1
fluctuation dynamo with similar parameters, in which γ≈ 0.3–
2urms/L (20, 21, 24, 25). We attribute this discrepancy to strong
shear flows in the interaction-region plasma, directed parallel
to the line of centers, in addition to stochastic motions. While
a 2D unidirectional shear flow cannot account for sustained
amplification of magnetic fields, its coupling to other stochastic
plasma motions (including KH-unstable modes associated with
the shear flow) can enable dynamo action. On account of our
approach for diagnosing turbulence via side-on X-ray imaging of
the interaction-region plasma, we do not have a direct experi-
mental measurement of these shear flows; such a measurement
might be possible in future experiments utilizing alternative diag-
nostic approaches. However, the FLASH simulations—which
show exponential growth of the field at a similar rate to that
inferred from the experimental data—support this interpretation
(SI Appendix): The rms rate of strain of the simulated veloc-
ity field, which follows the growth rate of the magnetic energy,
is comparable to the rate of strain of the directed shear flows.
Shear flows are common in astrophysical plasmas, so enhanced
magnetic-field amplification on account of their interaction with
turbulence may be relevant to astrophysical systems such as
galaxy clusters (58).

Another noteworthy finding of our experiments is the charac-
teristic scale of the amplified stochastic magnetic fields, which is
a factor of∼2–3 times larger than that measured in periodic-box
MHD simulations. The integral scale Lint,B≡ 4`B of the mag-
netic fields that we measure is the same as the driving scale L
of the stochastic motions: Lint,B = 400± 80µm≈ 0.6–1.4L; the
comparable value in the saturated state of periodic-box MHD
simulations is robustly found to be Lint,B≈ 0.3L at similar Rm
and Pm (22, 25). The characteristic value of the integral scale
obtained directly from the FLASH simulations of our experi-
ment, in which the magnetic-energy spectrum evolves similarly
in time to the previous periodic-box simulations (SI Appendix,
Fig. S22), is also smaller than the experimentally measured value.
Part of this apparent discrepancy is an artifact of technical issues
that can inhibit accurate determination of the high-wavenumber

tail of the magnetic-energy spectrum from proton-imaging data
(SI Appendix, Fig. S23). Extracting path-integrated field maps
from simulated proton images of the FLASH simulations and
subsequently inferring the correlation length using the same
approach applied to the experimental data, we find closer agree-
ment (Fig. 8A, blue diamonds), which suggests a possible overes-
timation of the correlation lengths attained experimentally. Yet
some discrepancy in the inferred correlation length remains, par-
ticularly at early times. The robustness of this discrepancy is
confirmed by direct analysis of simulated proton images of the
FLASH simulations (SI Appendix, Fig. S24) or the magnetic-
energy spectra inferred from both experimental and simulated
path-integrated field maps (SI Appendix, Fig. S25). This result
is tantalizing, given the long-standing problem of explaining the
observed scale of tangled magnetic fields present in the ICM
(59): Current ICM simulations tend to predict magnetic fields
at smaller scales than observed (60, 61).

A simple possible explanation for why the characteristic scale
of the magnetic fields in the FLASH simulations is smaller at
early times than in our experiment arises from the presence
of small-scale seed magnetic fields in the latter just after the
jet collision that are not observed experimentally (Measuring
Magnetic Fields: Proton-Imaging Diagnostic). We attribute this
difference to the fact that the results of a one-fluid MHD code
such as FLASH are not a valid model of the interaction-region
plasma before collisional thermalization between the two jets
has occurred (which, as we show in SI Appendix, takes place
by t ≈ 26.5 ns). Recent work (62) shows that the magnetic-
energy spectrum and the correlation length associated with the
dynamo-amplified fields are time-dependent functions of the ini-
tial spectrum of seed fields for the degree of magnetic-energy
amplification we realize in our experiment. Thus, the small-
scale seed fields present in the FLASH simulations but not in
the experimental data could cause the correlation length in the
FLASH simulations to be smaller than in the experiment for a
period after collision. Other possible explanations include addi-
tional physical processes that could arise due to the order-unity
Hall parameter being attained subsequent to the seed field’s
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Fig. 7. Path-integrated magnetic fields at the moment of the interaction-
region plasma’s coalescence. (A) Magnitude of path-integrated perpendic-
ular magnetic field 25.7 ns after drive-beam pulse initiation. The three
square regions in which the average path-integrated field is evaluated
have an edge length of 800 µm and are orientated at 35◦ to the hor-
izontal axis of the path-integrated field map. The center of the middle
square region corresponds to the center of the proton image. (B) Compo-
nent of the path-integrated magnetic field in the direction perpendicular
to the projected line of centers. This component is calculated from the
full 2D perpendicular path-integrated magnetic field. The arrow indicates
the (positive) direction of the chosen path-integrated field component.
(C) The 1D lineout of the path-integrated field component given in B
(black, solid line) calculated by averaging across its width the semitranspar-
ent rectangular region denoted in A. The path-integrated field associated
with model Eq. 3 is also plotted, using optimized parameters B+

maxb =

−0.31 kG·cm, B−maxb = 0.20 kG·cm, a = 270 µm, and lc = 131 µm. The total
contribution is plotted (purple, dashed), as well as the individual contri-
butions from the cocoons nearer grid A (blue, dotted), and nearer grid
B (red, dotted). (D) Slice plot (in the plane of basis vectors ŷ and ẑ) of
the Bx component associated with the three-dimensional double-cocoon
magnetic-field model given by Eq. 3, with the same model parameters
as shown in C, and b = 0.01 cm. The width of the plotted interaction
region is obtained from the X-ray image recorded at the equivalent time
(cf. Fig. 2C).

amplification (63) or differences in the mechanism of resis-
tive dissipation between the experiments and the simulations
enabling a more efficient inverse magnetic-energy cascade in the
former (64).

Finally, we note that the maximum measured ratio of εB to
εturb—at t ≈ 28.7 ns, which is also the latest time at which such
a measurement was successfully made in the experiment—is
εB/εturb = 0.03± 0.02. This value, which is also obtained (but
not surpassed, even at later times) in the FLASH simulations,
is a factor of a few smaller than that obtained for Pm≈ 1
MHD simulation at saturation with comparable Reynolds num-
bers (εB/εturb≈ 0.08) (25). There are two possible explanations
for the lower measured values of εB/εturb in the experiment.
First, the time at which this measurement is taken is less than
a single driving-scale eddy turnover time after the turbulent
plasma is formed; thus, it is likely that insufficient time has
passed for the saturated state of the fluctuation dynamo to be
obtained in the experiment. Second, due to conductive losses,
the plasma cools significantly for times &30 ns, attaining char-
acteristic temperatures Te ≈Ti ≈ 80 eV at t = 37.5 ns (in the
absence of heating by the Thomson-scattering probe beam;
SI Appendix). Since both Rm∝T

3/2
e and Pm∝T

3/2
e T

5/2
i are

sensitive functions of temperature, this cooling results in a tran-
sition to a different parameter regime: Rm≈ 20 and Pm≈

10−3. This transition should inhibit dynamo action, although
to our knowledge, such a transition occurring during the non-
linear phase of the fluctuation dynamo has not been studied
previously.

In summary, our experiment supports the notion that turbu-
lent plasma with Pm& 1 and sufficiently large Rm is capable
of amplifying magnetic fields up to dynamical strengths. Fur-
thermore, the time-resolved characterization provided by the
experiment has demonstrated that magnetic-field amplification
in the plasma occurs at a much larger rate than the stretching
rate associated with the outer scale of the turbulent motions.
This rate of growth is greater than is typically obtained in
periodic-box MHD simulations with equivalent Mach number,
Rm, and Pm, a finding that we attribute to the presence of
strong directed shears in the interaction-region plasma. The
characteristic scale of these fields is found to be larger than
anticipated by resistive-MHD simulations, including our MHD
FLASH simulations of the experiment, which otherwise faith-
fully reproduce the plasma’s evolution. Both findings suggest that
the fluctuation dynamo—when operating in realistic plasma—
may be capable of generating large-scale magnetic fields more
efficiency than currently expected by analytic theory or MHD
simulations.

Materials and Methods
X-Ray Framing Camera Specifications. Images of self-emitted soft X-rays from
the interaction-region plasma were recorded using a framing camera (65,
66) configured with a two-strip MCP (67) and a 50-µm pinhole array. The
pinhole array was situated 9.14 cm away from the center of the target and
the main detector at 27.4 cm, giving rise to a ×2 image magnification.
A thin filter composed of 0.5 µm polypropene and 150 nm of aluminum
was placed in front of the MCP, removing radiation with photon energy
. 100 eV. The MCP itself was operated with a 1-ns pulse-forming mod-
ule at a constant 400-V bias, and the two strips were sequentially gated:
This allowed for two images (time integrated over a 1-ns interval) of the
plasma at prespecified times to be detected for each experimental shot.
Electrons exiting the MCP struck a phosphor plate, producing an opti-
cal image, which was recorded using a 4,096 × 4,096 18-µm pixel CCD
camera. The chosen voltage bias was such that the response of the CCD
camera was linear and thus the relative counts of two given pixels pro-
vided a measure of the relative (optical) intensity incident on the CCD.
To allow comparison between the X-ray images of the interaction-region
plasma at different stages of its evolution, the framing-camera bias was
fixed throughout the experiment and its value optimized for probing the
interaction-region plasma at peak emission. Given this normalization and
the measured signal-to-noise ratio, the effective dynamic range of the cam-
era was ∼100. The frequency-response curves of various components of the
X-ray framing camera, along with the combined response, are shown in
SI Appendix, Fig. S1A.

Thomson-Scattering Diagnostic Specifications. The Thomson-scattering diag-
nostic employed a 30-J, frequency-doubled (526.5 nm) laser, which probed
the plasma in a cylindrical volume with cross-sectional area 50 µm2 and
length 1.5 mm centered on the target’s center, which coincided with the
target-chamber center (TCC). The orientation of the scattering volume is
shown in Fig. 1. The scattered light was collected at scattering angle 63◦.
As mentioned in Experimental Design, the Thomson-scattering signal was
resolved spatially along the cylindrical scattering volume and integrated
over the 1-ns duration of the laser pulse. The high- and low-frequency
components of the spectrum were recorded separately using two distinct
spectrometers; the separation was performed using a beam splitter.

Thomson-Scattering Data Analysis. To interpret the IAW and EPW fea-
tures, a theory relating the scattered laser light detected at a particular
wavelength—or, equivalently, frequency—to fundamental properties of the
plasma is needed. For a given scattering vector k, it can be shown (68) that
the spectrum I(k,ω) of the laser light scattered by the plasma at frequency
ω is given by

I(k,ω) = NeI0σTS(k,ω), [7]

where N is the total number of scattering electrons, I0 the intensity of the
incident laser, σT ≡ (q2

e/mec)2 sin2 ϑT the Thomson cross-section for scatter-
ing by a free electron (qe is the elementary charge, me the electron mass, c
the speed of light, and ϑT the angle between the direction of the electric
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Fig. 8. Magnetic fields subsequent to formation of the interaction-region
plasma. (A) rms magnetic-field strength (red data points) and the bounds
on the maximum magnetic field (maroon band bounded by maroon data
points) versus time, as well as the correlation length `B (blue data points).
We emphasize that the mean and maximum field strengths at 25.7 ns are
calculated differently than at the other times, on account of the nonstochas-
tic field structure (Fig. 7). Also shown are the evolution of the rms magnetic
field (red curve), maximum magnetic field (maroon curve), and correlation
length (blue curve) versus time given by FLASH simulations of the experi-
ment. The dashed portions of these curves correspond to times when the
plasma in the interaction region is not yet fully collisional and therefore the
simulations are not formally valid (SI Appendix). In addition, the rms mag-
netic field and correlation length determined from simulated proton images
of the FLASH simulations are shown as blue/red diamonds (SI Appendix,
Fig. S25). (B) Evolution of energy densities in the plasma-interaction region
versus time. For times ≤30 ns, the bulk and turbulent kinetic energy den-
sities are calculated using the values of the plasma state variables derived
from the Thomson-scattering diagnostic; at later times, the plasma density
required to calculate these energies is determined using the X-ray imag-
ing diagnostic. Also shown are the evolution of the rms magnetic energy
(black curve), maximum magnetic energy (red curve), and turbulent kinetic
energy (purple curve) versus time for the FLASH simulations. The dashed
portions of these curves have the same meaning as in B. In both A and B,
the experimental values are shown as time intervals with vertical error bars.

field of the incident and scattered light), and

S(k,ω)≡
1

2πNe

∫
dt exp[i(ω−ω0)t] 〈ne(k, 0)ne(k, t)∗〉 [8]

is the dynamic form factor (ω0 being the frequency of the incident light).
Assuming that the distribution functions of the electrons and ions are close
to shifted Maxwellian distributions, with electron number density ne, elec-
tron temperature Te, temperature Tj of ion species j, and bulk fluid velocity
u, and also that the Debye length is λD . 10−6 cm (assumptions justified by
SI Appendix, Table S2), we find that α≡ 1/kλD & 8> 1; thus, we can employ
the Salpeter approximation for the dynamic form factor (68),

S(k,ω)≈
1

kvthe
Γα

(
ω̃−ω0

kvthe

)
+
∑

j

Zj

kvthj

(
α2

1 +α2

)2

Γᾱj

(
ω̃−ω0

kvthj

)
, [9]

where ω̃≡ω− k · u is the Doppler-shifted frequency, the sum is over all ion
species in the plasma, Zj is the charge of ion species j,

Γα(x)≡
exp
(
−x2

)
√
π |1 +α2[1 + xZ(x)]|2

, [10]

and ᾱj = Zjα
2Te/Tj(1 +α2). The complex function Z(x) is the plasma disper-

sion function (69). For low-frequency fluctuations (in particular, ion-acoustic
waves), ω−ω0∼ kvthj and so the first term on the right-hand side of [9]
is small by a factor of O[Zi(meTi)

1/2/(miTe)1/2]� 1 when compared to
the second term (this factor is indeed small provided the ion temperature
Ti—assumed equal for all ion species—is comparable to the electron tem-
perature); thus, the shape of the low-frequency spectrum is dominated by
the second term. For high-frequency fluctuations (electron plasma waves)
satisfying ω−ω0∼ kvthe, the second term is smaller than the first one by an
exponential factor O[exp(−meTi/miTe)]� 1; thus, the shape of the high-
frequency spectrum is dominated by the first term. We conclude that we
can relate physical properties of the plasma to the measured EPW and IAW
features using fits given by the first and second terms of [9], respectively.

However, for our experiment, there is a complication: the presence of
stochastic motions and density fluctuations. The presence of such fluctua-
tions means that the bulk fluid velocity u and electron density ne are not
necessarily fixed parameters inside the Thomson-scattering volume during
the time-integrated measurement, but instead possess a range of values.
To account for this range, we assume that fluctuations of velocity and
density are isotropic and normally distributed, with means ū and n̄e and
standard deviations ∆u and ∆ne, respectively. Under this assumption, the
appropriate fit for the IAW feature is

SIAW(k,ω)≈
√

3
√
π∆u

∫
dŨ‖ exp

[
−

3(Ũ‖− ū‖)2

∆u2

]

×
∑

j

Zj

kvthj

α4

(1 +α2)2
Γᾱj

(
ω− kŪ‖−ω0

kvthj

)
, [11]

where ū‖≡ k̂ · u. For the EPW feature, we use

SEPW(k,ω)≈
1

√
π∆ne

∫
dñe exp

[
−

(ñe− n̄e)2

∆n2
e

]
1

kvthe
Γα

(
ω−ω0

kvthe

)
. [12]

Despite the seeming complexity of these equations, for a fully ionized CH
plasma the spectral shapes implied by [11] and [12] are quite simple: a
double-peak structure, where the position and width of the peaks depend
on plasma parameters. For the IAW feature, the distance between the peaks
provides a measure of Te; the shift in the position of the double-peaked
spectrum with respect to the incident probe beam’s frequency gives a mea-
surement of the bulk velocity ū‖; the width of both peaks is a function of
both Ti and of the small-scale stochastic velocity dispersion ∆u. The effect
of the density on the shape of the IAW feature is negligible. For the EPW
feature, the opposite holds: The position of the peak is determined by ne.
The width of the peak is in general determined by a range of factors: Lan-
dau damping, collisions, and the range of fluctuating densities ∆ne. For our
experiment, both collisional broadening and that by Landau damping are
small (because kλe� 1 andα2� 1, respectively), but the spread of densities
can be significant. The fitting procedure is described in SI Appendix.

Proton-Imaging Diagnostic Specifications. The proton-imaging diagnostic
was implemented by imploding a D3He capsule (70): The capsule (diame-
ter 420 µm) is composed of 2 µm of SiO2 (coated with aluminum) and filled
with 18 atm D3He gas (6 atm D2 and 12 atm 3He). The capsule is imploded
using 17 270-J beams, each with a 600-ps pulse length, and 1.82-mm defo-
cus. This results in the generation of ∼109 3.3- and 15.0-MeV protons via
nuclear fusion reactions. These protons rapidly travel outward from the
center of the backlighter as a uniform spherical sheet, passing through the
plasma-filled volume, before reaching a detector composed of interleaved
metal sheets and a solid-state nuclear track detector, CR-39 (71) (chemi-
cal formula C12H18O7). The specific design of the detector is as follows:
7.5 µm of tantalum, then 1.5 mm of CR-39, then 150 µm of aluminum,
and finally another 1.5 mm of CR-39. This design ensures that 3.3-MeV pro-
tons are stopped in the first layer of CR-39 and 15.0-MeV protons in the
second one; the tantalum filter minimizes damage to the CR-39 resulting
from X-rays. Highly charged ions deposit the majority of their energy close
to where they are stopped completely, leaving small tracks of broken molec-
ular bonds. The positions of these tracks are determined by etching the
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CR-39 for 2 to 3 h in a 6-N solution of sodium hydroxide, yielding tracks
with diameters∼10 µm. An automated microscope system records the loca-
tion of tracks, before removing image defects and counting the number of
protons in preset bin sizes: The outputs are proton (fluence) images. The
robust design of the detector is such that protons reaching the detector
are recorded with close to 100% efficiency. The dimensions of the imaging
setup are as follows: The distance ri from the proton source to the cen-
ter of the target is ri = 1 cm, and the distance from the proton source to
the detector is 28 cm. The magnification of the imaging setup is thus ×28.
The geometry of the target is such that the line connecting the center of
the proton source to the target’s geometric center is at an angle θp = 55◦

to the z axis. On account of the comparatively large distance of the pro-
ton source from the target’s center (ri = 1 cm) compared to the transverse
extent of the interaction-region plasma (ln⊥. 0.3 cm), which is centered
on the target’s geometric center, the deviation of the angle of any imaging
proton passing through the interaction region with respect to θp is .6◦.

Data Availability. The FLASH code, used for the simulations reported in this
paper, is publicly available and under licence. Access to the FLASH code can
be requested through the Flash Center website. The version of the code
associated with the paper is maintained under version control. Equation
of state and opacity data used in the simulations are proprietary, gener-
ated with Prism Inc. software PROPACEOS. All the experimental/simulation
data shown in the paper’s figures have been deposited in Oxford University

Research Archive (ORA)-data (https://ora.ox.ac.uk/objects/uuid:632150dc-
b6b4-4265-86a8-64aae51a9c99) in .fig formats. All other data are available
in the main text or SI Appendix.
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